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ASHRAE Research: Improving the Quality of Life

The American Society of Heating, Refrigerating and Air-Condi-
tioning Engineers is the world’s foremost technical society in the
fields of heating, ventilation, air conditioning, and refrigeration. Its
members worldwide ideas, identify needs, support research, and
write the industry’s standards for testing and practice. The result is
that engineers are better able to keep indoor environments safe and
productive while protecting and preserving the outdoors for gener-
ations to come.

One of the ways that ASHRAE supports its members’ and indus-
try’s need for information is through ASHRAE Research. Thou-
sands of individuals and companies support ASHRAE Research

annually, enabling ASHRAE to report new data about material
properties and building physics and to promote the application of
innovative technologies.

The chapters in ASHRAE Handbooks are updated through the
experience of members of ASHRAE technical committees and
through results of ASHRAE Research reported at ASHRAE meet-
ings and published in ASHRAE special publications and in
ASHRAE Transactions.

For information about ASHRAE Research or to become a mem-
ber contact, ASHRAE, 1791 Tullie Circle, Atlanta, GA 30329; tele-
phone: 404-636-8400; www.ashrae.org.

The 2001 ASHRAE Handbook

The Fundamentals volume covers basic principles and provides
data for the practice of HVAC&R technology. Although design data
change little over time, research sponsored by ASHRAE and others
continues to generate new information that meets the evolving
needs of the people and industries that rely on HVAC&R technol-
ogy to improve the quality of life. The ASHRAE technical commit-
tees that prepare chapters strive to provide new information, clarify
existing information, delete obsolete materials and reorganize chap-
ters to make the Handbook more understandable and easier to use.
In this volume, some of the changes and additions are as follows:

e Chapter 1, Thermodynamics and Refrigeration Cycles, includes
new sections on ideal thermal and absorption cycles, multiple
stage cycles, and thermodynamic representation of absorption
cycles. The section on ammonia water cycles has been expanded.

e Chapter 12, Air Contaminants, has undergone major revisions.
Material has been added from the 1999 ASHRAE Handbook,
Chapter 44, Control of Gaseous Indoor Air Contaminants.
Health-related material with standards and guidelines for expo-
sure has been moved to Chapter 9, Indoor Environmental Health.

e Chapter 15, Fundamentals of Control now includes new or
revised figures on discharge air temperature control, step input
process, and pilot positioners. New are sections on networking
and fuzzy logic, revised descriptions on dampers and modulating
control, and text on chilled mirror humidity sensors and disper-
sive infrared technology.

» Chapter 17, Energy Resources, contains new sections on sustain-
ability and designing for effective energy resource use.

» Chapter 19, Refrigerants, provides information on phaseout of
CFC and HCFC refrigerants and includes new data on R-143a
and R-404A, R-407C, R-410A, R-507, R-508A, and R-508B
blends.

e Chapter 20, Thermophysical Properties of Refrigerants, has new
data on R-143a and R-245fa. Though most CFC Refrigerants
have been removed from the chapter, R-12 has been retained to
assist in making comparisons. Revised formulations have been
used for many of the HFC refrigerants, conforming to interna-
tional standards where applicable.

* Chapter 23, Thermal and Moisture Control in Insulated Assem-
blies—Fundamentals, now has a reorganized section on eco-
nomic insulation thickness, a revised surface condensation
section, and a new section on moisture analysis models.

» Chapter 26, Ventilation and Infiltration, includes rewritten stack
pressure and wind pressure sections. New residential sections dis-
cuss averaging time variant ventilation, superposition methods,
the enhanced (AIM-2) model, air leakage through automatic
doors, and central air handler blowers in ventilation systems. The
nonresidential ventilation section has also been rewritten, and
now includes a commercial building envelope leakage measure-
ments summary.

e Chapter 27, Climatic Design Information, now contains new
monthly, warm-season design values for some United States loca-
tions. These values aid in consideration of seasonal variations in
solar geometry and intensity, building occupancy, and use patterns.
Chapter 29, Nonresidential Cooling and Heating Load Calcula-
tions, now contains enhanced data on internal loads, an expanded
description of the heat balance method, and the new, simplified
radiant time series (RTS) method.

Chapter 30, Fenestration, now has revised solar heat gain and vis-
ible transmittance sections, including information on the solar
heat gain coefficients (SHGC) method. The chapter now also has
a rewritten section on solar-optical properties of glazings, an
expanded daylighting section, and a new section on occupant
comfort and acceptance.

Chapter 31, Energy Estimating and Modeling Methods, now con-
tains improved model forms for both design and existing building
performance analysis. A new section describes a simplified
method for calculating heat flow through building foundations
and basements. Sections on secondary equipment and bin-energy
method calculations have added information, while the section on
data-driven models has been rewritten and now illustrates the
variable-base degree-day method.

Chapter 32, Space Air Diffusion, has been reorganized to be more
user-friendly. The section on principles of jet behavior now
includes simpler equations with clearer tables and figures. Tem-
perature profiles now accompany characteristics of different out-
lets, with stagnant regions identified. The section on underfloor
air distribution and task/ambient conditioning includes updates
from recent ASHRAE-sponsored research projects.

Chapter 33, HVAC Computational Fluid Dynamics, is a new
chapter that provides an introduction to computational methods in
flow modeling, including a description of computational fluid
dynamics (CFD) with discussion of theory and capabilities.
Chapter 34, Duct Design, includes revisions to duct sealing
requirements from ASHRAE Standard 90.1, and has been
expanded to include additional common fittings, previously
included in electronic form in ASHRAE’s Duct Fitting Database.

This Handbook is published both as a bound print volume and in
electronic format on a CD-ROM. It is available in two editions—
one contains inch-pound (I-P) units of measurement, and the other
contains the International System of Units (SI).

Look for corrections to the 1998, 1999, and 2000 Handbooks on
the Internet at http://www.ashrae.org. Any changes in this volume
will be reported in the 2002 ASHRAE Handbook and on the
ASHRAE web site.

If you have suggestions for improving a chapter or you would
like more information on how you can help revise a chapter, e-mail
ashrae @ashrae.org; write to Handbook Editor, ASHRAE, 1791
Tullie Circle, Atlanta, GA 30329; or fax 404-321-5478.
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CHAPTER 1

THERMODYNAMICS AND REFRIGERATION CYCLES

THERMODYNAMICS
First Law of Thermodynamics

Multistage Vapor Compression Refrigeration

Cycles
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Thermodynamic Analysis of Refrigeration Cycles . ABSORPTION REFRIGERATION CYCLES .......ccoevveierernas
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Refrigerant MixXtUre ........ccccceveveeneeiniee s saeneenas 1.10 Nomenclature for EXamples .........cccoeeveeveiiveceseececeesesen 1.20
HERMODYNAMICS is the study of energy, its transforma- KE = mv22 @

tions, and itsrelation to states of matter. Thischapter coversthe
application of thermodynamicsto refrigeration cycles. Thefirst part
reviews the first and second laws of thermodynamics and presents
methods for cal culating thermodynamic properties. The second and
third parts address compression and absorption refrigeration cycles,
the two most common methods of thermal energy transfer.

THERMODYNAMICS

A thermodynamic system is aregion in space or a quantity of
matter bounded by a closed surface. The surroundings include
everything external to the system, and the system is separated from
the surroundings by the system boundaries. These boundaries can
be movable or fixed, real or imaginary.

The concepts that operate in any thermodynamic system are
entropy and ener gy. Entropy measures the molecular disorder of a
system. The more mixed a system, the greater its entropy; con-
versely, an orderly or unmixed configuration is one of low entropy.
Energy has the capacity for producing an effect and can be catego-
rized into either stored or transient forms as described in the follow-
ing sections.

Sored Energy

Thermal (internal) energy isthe energy possessed by a system
caused by the motion of the molecules and/or intermolecular forces.

Potential ener gy isthe energy possessed by a system caused by
the attractive forces existing between molecules, or the elevation of
the system.

PE = mgz Q)

where
m = mass

g = local acceleration of gravity
z = elevation above horizontal reference plane

Kinetic energy is the energy possessed by a system caused by
the velocity of the molecules and is expressed as

The preparation of the first and second parts of this chapter is assigned to
TC 1.1, Thermodynamics and Psychrometrics. The third part is assigned to
TC 8.3, Absorption and Heat-Operated Machines.

11

where V is the velocity of a fluid stream crossing the system
boundary.

Chemical energy is energy possessed by the system caused by
the arrangement of atoms composing the molecules.

Nuclear (atomic) energy is energy possessed by the system
from the cohesive forces holding protons and neutrons together as
the atom’s nucleus.

Energy in Transition

Heat (Q) is the mechanism that transfers energy across the
boundary of systemswith differing temperatures, alwaystoward the
lower temperature. Heat is positivewhen energy is added to the sys-
tem (see[Figure 1J.

Work is the mechanism that transfers energy across the bound-
ary of systems with differing pressures (or force of any kind),
alwaystoward the lower pressure. If the total effect produced in the
system can be reduced to the raising of aweight, then nothing but
work has crossed the boundary. Work is positive when energy is
removed from the system (see|Figure J).

Mechanical or shaft work (W) is the energy delivered or
absorbed by a mechanism, such as a turbine, air compressor, or
internal combustion engine.

Flow work is energy carried into or transmitted across the sys-
tem boundary because a pumping process occurs somewhere out-
side the system, causing fluid to enter the system. It can be more
easily understood as the work done by the fluid just outside the

@ (N)
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Fig. 1 Energy Flowsin General Thermodynamic System
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system on the adjacent fluid entering the system to force or push it
into the system. Flow work also occurs as fluid |eaves the system.

Flow Work (per unit mass) = pv ?3)

where p isthe pressure and v is the specific volume, or the volume
displaced per unit mass.

A property of a system is any observable characteristic of the
system. The state of asystemisdefined by listing itsproperties. The
most common thermodynamic properties are temperature T, pres-
sure p, and specific volume v or density p. Additional thermody-
namic properties include entropy, stored forms of energy, and
enthalpy.

Frequently, thermodynamic properties combine to form other
properties. Enthalpy (h), a result of combining properties, is
defined as

h=u+pv 4

where uisinterna energy per unit mass.

Each property in a given state has only one definite value, and
any property always has the same valuefor agiven state, regardless
of how the substance arrived at that state.

A processisachangein state that can be defined as any change
in the properties of a system. A process is described by specifying
theinitial and final equilibrium states, the path (if identifiable), and
theinteractions that take place across system boundaries during the
process.

A cycleis aprocess or a series of processes wherein the initia
and final states of the system areidentical. Therefore, at the conclu-
sion of acycle, al the properties have the same value they had at the
beginning.

A pure substance has a homogeneous and invariable chemical
composition. It can exist in more than one phase, but the chemical
composition isthe samein all phases.

If a substance exists as liquid at the saturation temperature and
pressure, it is called satur ated liquid. If the temperature of thelig-
uid is lower than the saturation temperature for the existing pres-
sure, itiscalled either asubcooled liquid (the temperature islower
than the saturation temperature for the given pressure) or a com-
pressed liquid (the pressure is greater than the saturation pressure
for the given temperature).

When a substance exists as part liquid and part vapor at the sat-
uration temperature, its quality is defined asthe ratio of the mass of
vapor tothetotal mass. Quality hasmeaning only when the substance
isin asaturated state; i.e., at saturation pressure and temperature.

If a substance exists as vapor at the saturation temperature, it is
called saturated vapor. (Sometimestheterm dry saturated vapor
is used to emphasi ze that the quality is 100%.) When the vapor is at
a temperature greater than the saturation temperature, it is super-
heated vapor. The pressure and temperature of superheated vapor
areindependent properties, sincethetemperature canincreasewhile
the pressure remains constant. Gases are highly superheated vapors.

FIRST LAW OF THERMODYNAMICS

The first law of thermodynamics is often called the law of the
conser vation of energy. The following form of the first law equa-
tionisvalid only in the absence of anuclear or chemical reaction.

Based on the first law or the law of conservation of energy for
any system, open or closed, there is an energy balance as

[Net Amount of Energy} - [Net Increasein Stored}
Added to System Energy of System

or

Energy In— Energy Out = Increase in Energy in System

2001 ASHRAE Fundamentals Handbook (SI)

Figure 1|illustrates energy flows into and out of a thermody-
namic system. For the general case of multiple mass flows in and
out of the system, the energy balance can be written

2
mfoener oo,
2
Sl 108 oo

= [n}BJ+\§+g%_mi%l+\%2+g%i:|system ©®

where subscripts i and f refer to the initial and final states,
respectively.

The steady-flow process is important in engineering applica
tions. Steady flow signifies that all quantities associated with the
system do not vary with time. Consequently,

. V&

meh+—+g
i g ron
leaving

2 . .
-3 thH%+g%+Q—W=O ©)
evering

where h = u + pv as described in Equation (4)
A second common application isthe closed stationary system for
which the first law equation reduces to

Q=W = [M(Uy~U)] e @

SECOND LAW OF THERMODYNAMICS

The second law of thermodynamics differentiates and quantifies
processesthat only proceed in acertain direction (irreversible) from
those that are reversible. The second law may be described in sev-
eral ways. One method uses the concept of entropy flow in an open
system and theirreversibility associated with the process. The con-
cept of irreversibility provides added insight into the operation of
cycles. For example, the larger the irreversibility in a refrigeration
cycle operating with a given refrigeration load between two fixed
temperature levels, the larger the amount of work required to oper-
ate the cycle. Irreversibilities include pressure drops in lines and
heat exchangers, heat transfer between fluids of different tempera-
ture, and mechanical friction. Reducing total irreversibility in a
cycle improves the cycle performance. In the limit of no irrevers-
ibilities, acycle will attain its maximum ideal efficiency.

In an open system, the second law of thermodynamics can be
described in terms of entropy as

3Q
dssystem =7 +0m;s, —dmys, +dl )

where
dSy¢em = total change within system in time dt during process
dms = entropy increase caused by mass entering (incoming)
dmes, = entropy decrease caused by mass leaving (exiting)
dQ/T = entropy change caused by reversible heat transfer between
system and surroundings
dl = entropy caused by irreversibilities (always positive)

Equation (8)| accounts for all entropy changes in the system. Re-

arranged, this equation becomes

8Q = T[(dms,—dm;s;) + dSSys—dI] 9



Thermodynamics and Refrigeration Cycles

In integrated form, if inlet and outlet properties, mass flow, and
interactionswith the surroundings do not vary with time, the general
equation for the second law is

o
(S Sagmem = [, B+ 3 My =3 (Mg +1 - (10)

r

In many applications the process can be considered to be operat-
ing steadily with no change in time. The change in entropy of the
systemistherefore zero. Theirreversibility rate, whichistherate of
entropy production caused by irreversibilitiesin the process, can be

determined by rearranging

(= 3 (ou— 3 ()i [ (a)

surr

can be used to replace the heat transfer quantity.
Note that the absolute temperature of the surroundings with which
the system is exchanging heat isused in the last term. If the temper-
ature of the surroundingsis equal to the temperature of the system,

the heat is transferred reversibly and becomes equal
to zero.

Equation (11) is commonly applied to a system with one mass

flow n, the same mass flow out, no work, and negligible kinetic or

potential energy flows. Combining and[(11)]yields

I = rh{(sout —5.) - M} (12)

surr

In a cycle, the reduction of work produced by a power cycle or
theincreasein work required by arefrigeration cycleis equal to the
absol ute ambient temperature multiplied by the sum of theirrevers-
ibilitiesin all the processes in the cycle. Thus the difference in the
reversiblework and the actual work for any refrigeration cycle, the-
oretical or real, operating under the same conditions becomes

Wactual = ereversible + TOZ| (13)

THERMODYNAMIC ANALYSIS OF
REFRIGERATION CYCLES

Refrigeration cyclestransfer thermal energy from aregion of low
temperature Ty to one of higher temperature. Usualy the higher
temperature heat sink isthe ambient air or cooling water. This tem-
perature is designated as T, the temperature of the surroundings.

The first and second laws of thermodynamics can be applied to
individual components to determine mass and energy balances and
theirreversibility of the components. Thisprocedureisillustratedin
later sectionsin this chapter.

Performance of a refrigeration cycle is usually described by a
coefficient of performance. COP is defined as the benefit of the
cycle (amount of heat removed) divided by the required energy
input to operate the cycle, or

Useful refrigerating effect

cop= Net energy supplied from external sources

(14)

For amechanical vapor compression system, the net energy sup-
plied is usualy in the form of work, mechanical or electrical, and
may include work to the compressor and fans or pumps. Thus

COP = —9(3\7” (15)

net
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In an absorption refrigeration cycle, the net energy supplied is
usudly in the form of heat into the generator and work into the
pumps and fans, or

COP = —P—Q QeﬁN (16)
gen net

In many cases the work supplied to an absorption systemisvery
small compared to the amount of heat supplied to the generator, so
the work term is often neglected.

Application of the second law to an entire refrigeration cycle
shows that a completely reversible cycle operating under the same
conditions has the maximum possible Coefficient of Performance.
A measure of the departure of the actual cyclefrom anideal revers-
ible cycleis given by therefrigerating efficiency:

COP
NR = Eopy 17
R (COP)rev
The Carnot cycle usually serves as the ideal reversible refriger-
ation cycle. For multistage cycles, each stage is described by a
reversible cycle.

EQUATIONS OF STATE

The equation of state of a pure substance is a mathematical rela-
tion between pressure, specific volume, and temperature. When the
system is in thermodynamic equilibrium,

f(puT) = 0 (18)

The principlesof statistical mechanicsare used to (1) explorethe
fundamental properties of matter, (2) predict an equation of state
based on the statistical nature of a particular system, or (3) propose
afunctional form for an equation of state with unknown parameters
that are determined by measuring thermodynamic properties of a
substance. A fundamental equation with this basis is the virial
equation. The virial equation is expressed as an expansion in pres-
sure p or in reciproca values of volume per unit massv as

pv _ ' 12, 3
— =1+ + + + ...
RT 1+B'p+C'p"+D'p (29

% = 1+ (B/V)+(C/VA) +(D/V) + ... (20)

wherecoefficientsB', C', D', etc., and B, C, D, etc., aretheviria coef-

ficients. B’ and B are second virial coefficients; C' and C arethird viria

coefficients, etc. The viria coefficients are functions of temperature

only, and values of the respective coefficients in and

(20) are related. For example, B' = B/RT and C' = (C—B9)/(RT)
Theideal gas constant Ris defined as

R = lim % (22)
p-0 Ttp
where (pv)+ is the product of the pressure and the volume aong an
isotherm, and Ty, is the defined temperature of the triple point of
water, which is 273.16 K. The current best value of R is 8314.41
J(kg mole-K).
Thequantity pv/RT isalso called thecompr essibility factor; i.e.,
Z=pvIRT or

Z = 1+ (B/v)+ (C/V2) + (D/VY) + ... (22)

An advantage of the virial form isthat statistical mechanics can
be used to predict the lower order coefficients and provide physical
significance to the virial coefficients. For example, in
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[(22), the term B/v is a function of interactions between two mole-
cules, C/V2 between three molecules, etc. Since the lower order
interactions are common, the contributions of the higher order terms
are successively less. Thermodynamicists use the partition or distri-
bution function to determine virial coefficients; however, experi-
mental values of the second and third coefficients are preferred. For
densefluids, many higher order terms are necessary that can neither
be satisfactorily predicted from theory nor determined from exper-
imental measurements. In general, a truncated virial expansion of
four termsisvalid for densities of lessthan one-half the value at the
critical point. For higher densities, additional terms can be used and
determined empirically.

Digital computers alow the use of very complex equations of
state in calculating p-v-T values, even to high densities. The Bene-
dict-Webb-Rubin (B-W-R) equation of state (Benedict et a. 1940)
and the Martin-Hou equation (1955) have had considerable use, but
should generally be limited to densities |ess than the critical value.
Strobridge (1962) suggested a modified Benedict-Webb-Rubin
relation that gives excellent results at higher densities and can be
used for a p-v-T surface that extendsinto the liquid phase.

The B-W-R equation has been used extensively for hydrocar-
bons (Cooper and Goldfrank 1967):

P = (RT/v) + (B,RT—A,-C,/T?)/V’ + (bRT —a) /v’
2.
+ (aO()/vG+[c(1+y/v2)e(_y/v )]/v3T2 (23)

where the constant coefficientsare A, B,, Cy, & b, ¢, 0, v.
The Martin-Hou equation, developed for fluorinated hydro-
carbon properties, has been used to calculate the thermodynamic

property tables in and in ASHRAE Thermodynamic
Properties of Refrigerants (Stewart et al. 1986). The Martin-Hou
equation is as follows:

(—KT/T,)
RT . A, +B,T+C,e

v-b (v—b)°

(KT/T,)
Az +BsT+Cse
+

(v-b)°

(—KT/T.)

A,+B,T A;+BgT+Cge
4T P4] T Ps 5

+(Ag+BsT)EY (24
(V—b)4 (V—b)5 6 6 ( )
where the constant coefficients are A;, B;, C;, k, b, and a.

Strobridge (1962) suggested an equation of state that was devel-
oped for nitrogen properties and used for most cryogenic fluids.
This equation combines the B-W-R equation of state with an equa-
tion for high density nitrogen suggested by Benedict (1937). These
equations have been used successfully for liquid and vapor phases,
extending in the liquid phase to the triple-point temperature and the
freezing line, and in the vapor phase from 10 to 1000 K, with pres-
sures to 1 GPa. The equation suggested by Strobridge is accurate
within the uncertainty of the measured p-v-T data. This equation, as
originally reported by Strobridge, is

Ng Ny Ng| >
p=RTp+|RN,T+n,+=+—+—=1p
[ 1 27T T2 T4
+(RngT + n7)p3 + nBTp4

Ng Ny N
+ ps{_g +-10, T—lﬂ exp(—nlspz)

5{N1p Mg Ny 2 6
+p {? + F + F:| exp(—=nygp7) + Nysp (25)
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The 15 coefficients of thisequation’slinear terms are determined
by aleast-sgquare fit to experimental data. Hust and Stewart (1966)
and Hust and McCarty (1967) give further information on methods
and techniques for determining equations of state.

In the absence of experimental data, Van der Waals' principle of
corresponding states can predict fluid properties. This principle
relates properties of similar substances by suitable reducing factors;
i.e, the p-v-T surfaces of similar fluids in a given region are
assumed to be of similar shape. The critical point can be used to
define reducing parameters to scale the surface of one fluid to the
dimensions of another. Modifications of this principle, as suggested
by Kamerlingh Onnes, a Dutch cryogenic researcher, have been
used to improve correspondence at low pressures. The principle of
corresponding states provides useful approximations, and numer-
ous modifications have been reported. More complex treatmentsfor
predicting property values, which recognize similarity of fluid prop-
erties, are by generalized equations of state. These equations ordi-
narily allow for adjustment of the p-v-T surface by introduction of
parameters. One example (Hirschfelder et a. 1958) alows for
departures from the principle of corresponding states by adding two
correlating parameters.

CALCULATING THERMODYNAMIC
PROPERTIES

While equations of state provide p-v-T relations, a thermody-
namic analysisusually requiresvaluesfor internal energy, enthal py,
and entropy. These properties have been tabulated for many sub-
stances, including refrigerants (See[Chapters 6}[20] and[38) and can
be extracted from such tables by interpolating manualy or with a
suitable computer program. This approach is appropriate for hand
calculations and for relatively simple computer models; however,
for many computer simulations, the overhead in memory or input
and output required to use tabulated data can make this approach
unacceptable. For large therma system simulations or complex
analyses, it may be more efficient to determine internal energy,
enthalpy, and entropy using fundamental thermodynamic relations
or curves fit to experimental data. Some of these relations are dis-
cussed in thefollowing sections. Also, the thermodynamic relations
discussed in those sections are the basis for constructing tables of
thermodynamic property data. Further information on thetopic may
be found in references covering system modeling and thermo-
dynamics (Stoecker 1989, Howell and Buckius 1992).

At least two intensive properties must be known to determinethe
remaining properties. If two known properties are either p, v, or T
(thesearerelatively easy to measure and are commonly used insim-
ulations), the third can be determined throughout the range of inter-
est using an equation of state. Furthermore, if the specific heats at
zero pressure are known, specific heat can be accurately determined
from spectroscopic measurements using statistical mechanics
(NASA 1971). Entropy may be considered a function of T and p,
and from calculus an infinitesimal change in entropy can be written
asfollows:

ds = 23 g7+ @2 4 26
Likewise, achangein enthalpy can be written as
dh = 2 gr . 2M 4, @7

b1," ' Doy

Using the relation Tds = dh — vdp and the definition of specific

heat at constant pressure, ¢, = (0h/aT),,, [Equation (27)|can be rear-
ranged to yield
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C
ds = 2aT+ [%‘lﬂr_v}d—f 28)

Equations (26)|and [28) combine to yield (85/0T),, = ¢, /T. Then,
using the Maxwell relation (0s/0p)y = —(v/aT),,| Equation (26) may
be rewritten as

C
ds = 2a7- V0 ¢ 29
T, P (29)

Thisis an expression for an exact derivative, so it follows that

2
%0 =
=T (30)
Bo0 ?
ptT 0T I]p

Integrating this expression at afixed temperature yields
P2
0
C, = C,,— Tglmdp (31)
p po _!)— BT T

where ¢ is the known zero pressure specific heat, and dpy is used
to indicate that the integration is performed at a fixed temperature.
The second partial derivative of specific volume with respect to
temperature can be determined from the equation of state. Thus,
can be used to determine the specific heat at any pres-
sure.

Using Tds = dh - vdp,|[Equation (29) can be written as

_ ovo
dh = c,dT+ [V—Tuﬁﬂp}dp (32)

and[(32) may beintegrated at constant pressureto

obtain

Tl
C
S(T1po) = s(ToPo) + [T, (33)
TO
Tl
and  h(T,.pg) = h(TO,pO)+IcpdT (34)
TO

Integrating the Maxwell relation (0s/dp)y = —(0v/0T), gives an
equation for entropy changes at a constant temperature as

Py
S(Topy) = S(Topo) - [ 7 dor (35
Po

Likewise, integrating [Equation (32)|along an isotherm yields the

following equation for enthalpy changes at a constant temperature

Py

h(ToPy) = N(Topo) * [ [V—T%p}dp (36)
Po

Internal energy can be calculated from u=h - pv.
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Combinations (or variations) of [Equations (33) through [36)]can

be incorporated directly into computer subroutines to calculate
properties with improved accuracy and efficiency. However, these
equations are restricted to situations where the equation of state is
valid and the properties vary continuously. These restrictions are
violated by a change of phase such as evaporation and condensa-
tion, which are essential processesin air-conditioning and refriger-
ating devices. Therefore, the Clapeyron equation is of particular
value; for evaporation or condensation it gives

oo %o Mg (37)
Hj-lﬂsat Vfg TVfg
where
g = entropy of vaporization
hg = enthalpy of vaporization
Vig = specific volume difference between vapor and liquid phases

If vapor pressure and liquid and vapor density data are known at
saturation, and these are relatively easy measurements to obtain,
then changesin enthal py and entropy can be cal cul ated using|[Equa}
ftion (37)|

Phase Equilibria for Multicomponent Systems

To understand phase equilibria, consider a container full of alig-
uid made of two components; the more volatile component is des-
ignated i and thelessvolatile component j (Figure 2ZA). Thismixture
is all liquid because the temperature is low—>but not so low that a
solid appears. Heat added at a constant pressure raises the tempera-
ture of the mixture, and a sufficient increase causes vapor to form,
as shown in|[Figure 2B. If heat at constant pressure continues to be
added, eventually the temperature will become so high that only
vapor remainsin the container (Figure 2C). A temperature-concen-
tration (T-x) diagram is useful for exploring details of this situation.

[FigureJ)is a typical T-x diagram valid at a fixed pressure. The
case shown in, a container full of liquid mixture with
mole fraction x; ; at temperature Ty, is point O on the T-x diagram.
When heat is added, the temperature of the mixture increases. The
point at which vapor beginsto formisthe bubble point. Starting at
point 0, the first bubble will form at temperature T,, designated by
point 1 on the diagram. The locus of bubble points is the bubble
point curve, which provides bubble points for various liquid mole
fractions x;.

When the first bubble begins to form, the vapor in the bubble
may not have the i mole fraction found in the liquid mixture.
Rather, the mole fraction of the more volatile species is higher in
the vapor than in the liquid. Boiling prefers the more volatile spe-
cies, and the T-x diagram shows this behavior. At T, the vapor-
forming bubbles have an i mole fraction of y; |. If heat continues to
be added, this preferential boiling will deplete the liquid of species

Vapor, y;,. Yio

LALLM T LR AR R

Liquid, x;

io? Xj.o

?
%
g
B
:
B
:
B
5
;
;
2
8
:

B TWO-PHASE SUBSTANCE
(VAPOR-LIQUID)

A ALLLIQUID

C ONLY VAPOR

Fig.2 Mixtureof i and j Componentsin
Constant Pressure Container
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i and the temperature required to continue the process will increase.
Again, the T-x diagram reflects this fact; at point 2 thei mole frac-
tionin theliquid isreduced to x; , and the vapor has amole fraction
of y; ,. The temperature required to boil the mixture isincreased to
T,. Position 2 on the T-x diagram could correspond to the physical
situation shown in Fiéure ZB]

If the constant-pressure heating continues, all the liquid eventu-
ally becomes vapor at temperature T,. At this point thei mole frac-
tioninthevapor y; ; equalsthestarting molefractionintheall-liquid
mixture x; ;. This equality is required for mass and species conser-
vation. Further addition of heat simply raisesthe vapor temperature.
The final position 4 corresponds to the physical situation shown in

Starting at position 4 in the removal of heat leadsto 3,
and further heat removal would cause dropletsrich inthelessvola
tile speciestoform. Thispoint iscalled thedew point, and thelocus
of dew pointsis called the dew-point curve. The removal of heat
will cause the mixture to reverse through points 3, 2, 1, and to start-
ing point 0. Because the composition shifts, the temperature

MOLE FRACTION IN VAPOR, y;
0 Yia Yio

=<

it 1
{VAPOR)

i
|
|
|
|
|
|
|
|
|
|
|
|

TEMPERATURE (AT FIXED PRESSURE)

BUBBLE POINT
! CURVE
|

| {LIQUID)

MOLE FRACTICN IN LIQUID, x;

Fig. 3 Temperature-Concentration (T-x) Diagram for
Zeotropic Mixture

MOLE FRACTION IN VAPOR, y;

o] Yia 1
{VAPOR)

TEMPERATURE (AT FIXED PRESSURE)

(LIQUID}
o] Xi.a 1

MOLE FRACTION IN LIQUID, x;

Fig.4 Azeotropic Behavior Shown on T-x Diagram
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required to boil (or condense) this mixture changes as the process
proceeds. This mixtureis therefore called zeotropic.

Most mixtures have T-x diagrams that behave as previously
described, but some have a markedly different feature. If the dew
point and bubble point curves intersect at any point other than at
their ends, the mixture exhibits what is called azeotropic behavior
at that composition. This case is shown as position a in the T-x
diagram of If acontainer of liquid with amole fraction x,
were boiled, vapor would be formed with an identical molefraction
Y4 The addition of heat at constant pressure would continue with no
shift in composition and no temperature glide.

Perfect azeotropic behavior is uncommon, while near azeotropic
behavior isfairly common. The azeotropic composition is pressure
dependent, so operating pressures should be considered for their
impact on mixture behavior. Azeotropic and near-azeotropic refrig-
erant mixtures find wide application. The properties of an azeo-
tropic mixture are such that they may be conveniently treated as
pure substance properties. Zeotropic mixtures, however, require
specia treatment, using an equation-of-state approach with appro-
priate mixing rules or using the fugacities with the standard state
method (Tassios 1993). Refrigerant and lubricant blends are a zeo-
tropic mixture and can be treated by these methods (see Thome
1995 and Martz et al. 19963, b).

COMPRESSION REFRIGERATION
CYCLES

CARNOT CYCLE

The Carnot cycle, which is completely reversible, is a perfect
model for arefrigeration cycle operating between two fixed temper-
atures, or between two fluidsat different temperaturesand each with
infinite heat capacity. Reversible cycles have two important proper-
ties: (1) no refrigerating cycle may have a coefficient of perfor-
mance higher than that for areversible cycle operated between the
same temperature limits, and (2) al reversible cycles, when oper-
ated between the same temperature limits, have the same coefficient
of performance. Proof of both statements may be found in almost
any textbook on elementary engineering thermodynamics.

shows the Carnot cycle on temperature-entropy coordi-
nates. Heat is withdrawn at the constant temperature Tg from the
region to be refrigerated. Heat is rejected at the constant ambient
temperature T,. The cycle is completed by an isentropic expansion
and an isentropic compression. The energy transfers are given by

To

Ta

ABSOLUTE TEMPERATURE, T

ENTROPY, S

Fig.5 Carnot Refrigeration Cycle
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Qo = To($-S)
Q = Tr(§,-8) = Tr(S$,-S)
Wnet = Qo_Qi
Thus, by[Equation (15),
TR
COP = T, (38)

Example 1. Determine entropy change, work, and coefficient of perfor-
mance for the cycle shown in Temperature of the refrigerated

space T is 250 K and that of the atmosphere Ty is 300 K. Refrigeration
load is 125 kJ.

Solution:
AS= S-S, = Q/Tg = 125/250 = 0.5 kJ/K
W = AS(Ty—Tg) = 0.5(300-250) = 25 kJ
COP = Q;/(Q,—Q) = Q/W = 125/25 = 5

Flow of energy and its area representation in is:

Energy kJ Area
Qi 125 b
Qo 150 a+b
w 25 a

The net change of entropy of any refrigerant in any cycle is aways
zero. In[Example T]the changein entropy of the refrigerated spaceisASy
=-125/250 = -0.5 kJK and that of the atmosphere is AS, = 125/250 =
0.5kJK. Thenet changein entropy of theisolated systemisASy, =ASR
+AS,=0.

The Carnot cycle in shows a process in which heat is
added and rejected at constant pressure in a two-phase region of a
refrigerant. Saturated liquid at state 3 expands isentropically to the
low temperature and pressure of the cycle at state d. Heat is added
isothermally and isobarically by evaporating theliquid phase refrig-
erant from state d to state 1. The cold saturated vapor at state 1 is
compressed isentropically to the high temperature in the cycle at
state b. However the pressure at state b is below the saturation
pressure corresponding to the high temperature in the cycle. The

s

To = 300 K 3 0
] a=25
o
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o
w
o
S | Tr=250K ’
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f 7
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o
[
[en]
<C
b =125
88 =0.5 kK

ENTROPY, kJ/K

Fig. 6 Temperature-Entropy Diagram for Carnot
Refrigeration Cycle of Example1
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compression process is completed by an isothermal compression
process from state b to state c. The cycleiscompleted by an isother-
mal and isobaric heat rejection or condensing process from state cto
state 3.

Applying the energy equation for amass of refrigerant myields
(al work and heat transfer are positive)

aWy = m(hs—hy)

Wy = m(h,=hy)
ch = TO(SD_SC)_m(hb_hc)
¢Q1 = m(h; —hy) = Areadefld

The net work for the cycleis

Wiet = (W + ,W, —3Wy = Areadlbc3d

net

Q T

and cop =21 - R
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Fig. 7 Carnot Vapor Compression Cycle
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THEORETICAL SINGLE-STAGE CYCLE
USING A PURE REFRIGERANT OR
AZEOTROPIC MIXTURE

A system designed to approach the ideal model shown in
is desirable. A pure refrigerant or an azeotropic mixture can be

used to maintain constant temperature during the phase changes by
maintaining a constant pressure. Because of such concerns as high
initial cost and increased maintenance requirements, a practical
machine has one compressor instead of two and the expander
(engine or turbine) is replaced by a simple expansion valve. The
valve throttles the refrigerant from high pressure to low pressure.

To

CONDENSER

Y

X EXPANSION
VALVE

COMPRESSOR

1Wo
A

L e
;401

ABSOLUTE TEMPERATURE, T

ENTROPY, S

PRESSURE, p

ENTHALPY, h

Fig. 8 Theoretical Single-Stage Vapor Compression
Refrigeration Cycle
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showsthetheoretical single-stage cycle used asamodel for
actual systems.
Applying the energy equation for a mass of refrigerant myields

4Q1 = m(hy—hy)
W, = m(hy—h,)
2Qz = m(hy —hs)
h; = h, (39

The constant enthal py throttling process assumes no heat transfer or
change in potential or kinetic energy through the expansion valve.
The coefficient of performanceis

h,—h
cop = & - M=l

= (40)
Wy hy—hy
The theoretical compressor displacement CD (at 100% volumet-
ric efficiency), is
CD = mvy (42)
which is ameasure of the physica size or speed of the compressor
required to handle the prescribed refrigeration load.

Example 2. A theoretical single-stage cycle using R-134a asthe refrigerant
operates with a condensing temperature of 30°C and an evaporating
temperature of —20°C. The system produces 50 kW of refrigeration.
Determine (a) the thermodynamic property values at the four main state
points of the cycle, (b) the coefficient of performance of the cycle, (c)
the cycle refrigerating efficiency, and (d) rate of refrigerant flow.

Solution:

(a) [Eigure 9] shows a schematic p-h diagram for the problem with
numerical property data. Saturated vapor and saturated liquid proper-
tiesfor states 1 and 3 are obtained from the saturation table for R-134a
in Chapter 24. Properties for superheated vapor at state 2 are obtained
by linear interpolation of the superheat tables for R-134ain
Specific volume and specific entropy values for state 4 are obtained by
determining the quality of the liquid-vapor mixture from the enthal py.

hy—he _ 241.65-173.82 _

hy—h; ~ 386.66-17382

Vi + X,(Vg—Vy) = 0.0007374 +0.3187(0.14744 — 0.0007374)

X, = 0.3187

Vg

0.04749 m°/kg

770.08 kPa (30°C)

132.681kPa (-20C)

PRESSURE, p

241,65 ki/kg
386.66 kJ/kg
423.07 kJkg

ENTHALPY, h

Fig.9 Schematic p-h Diagram for [Example 2]
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Sy = §+X,(S;—S) = 0.9009 +0.3187(1.7417 —0.9009)
= 1.16886 kJ/(kg-K)

The property data are tabulated in|Table 1.

Tablel Thermodynamic Property Data for [Example 2]

State t,°C p, kPa v,m¥kg  h,kdkg s, kd/(kg-K)
1 -20.0 132.68 0.14744 386.66 1.7417
2 37.8 770.08 0.02798 423.07 1.7417
3 30.0 770.08 0.00084 241.65 1.1432
4 -20.0 132.68 0.04749 241.65 1.1689
(b) By Equation (40)

_ 386.66—241.65 _
COP = J2307—386.66 ~ >0
(c) By| Equation (17)
COP(T3-T,) _ (3.98)(50)
= = - = 0,
R T, Sea e = 07901 79%

(d) The mass flow of refrigerant is obtained from an energy balance on
the evaporator. Thus

m(h,—h,) = g = 50 kKW

Qi - 50 -
(h—hy) ~ (386.66—24165) = 45 k'S

andm =

The saturation temperatures of the single-stage cycle have a
strong influence on the magnitude of the coefficient of performance.
This influence may be readily appreciated by an areaanalysison a
temperature-entropy (T-s) diagram. The areaunder areversible pro-
cess line on a T-s diagram is directly proportiona to the thermal
energy added or removed from the working fluid. This observation
follows directly from the definition of entropy [sed Equation (8)].

In[Eigure 10| the area representing Q, is the total area under the
constant pressure curve between states 2 and 3. The arearepresent-
ing the refrigerating capacity Q, is the area under the constant pres-
sure line connecting states 4 and 1. The net work required W,
equals the difference (Q, — Q;), which is represented by the shaded

area shown ol

ABSOLUTE TEMPERATURE, T

ENTROPY, S

Fig. 10 Areason T-sDiagram Representing Refrigerating
Effect and Work Supplied for Theoretical Single-Sage Cycle
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Because COP = Q;/W,, the effect on the COP of changes in
evaporating temperature and condensing temperature may be
observed. For example, a decrease in evaporating temperature Tg
significantly increases W, and slightly decreases Q,. An increase
in condensing temperature T produces the same results but with
less effect on Wi, Therefore, for maximum coefficient of perform-
ance, the cycle should operate at the lowest possible condensing
temperature and at the maximum possible evaporating temperature.

LORENZ REFRIGERATION CYCLE

The Carnot refrigeration cycle includes two assumptions which
make it impractical. The heat transfer capacity of the two external
fluids are assumed to be infinitely large so the externa fluid tem-
peratures remain fixed at Ty and Tg (they become infinitely large
thermal reservoirs). The Carnot cyclealso has no thermal resistance
between the working refrigerant and the external fluids in the two
heat exchange processes. As a result, the refrigerant must remain
fixed at Ty in the condenser and at Ty in the evaporator.

The Lorenz cycle eliminates the first restriction in the Carnot
cycle and allows the temperature of the two externa fluids to vary
during the heat exchange. The second assumption of negligible
thermal resistance between the working refrigerant and the two
external fluids remains. Therefore the refrigerant temperature must
change during the two heat exchange processes to equal the chang-
ing temperature of the external fluids. This cycle is completely
reversible when operating between two fluids, each of which has a
finite but constant heat capacity.

is a schematic of a Lorenz cycle. Note that this cycle
does not operate between two fixed temperature limits. Heat is
added to the refrigerant from state 4 to state 1. This process is
assumed to be linear on T-s coordinates, which represents a fluid
with constant heat capacity. The temperature of the refrigerant is
increased in an isentropic compression process from state 1 to state
2. Process 2-3 is a heat rgjection process in which the refrigerant
temperature decreases linearly with heat transfer. The cycle is con-
cluded with an isentropic expansion process between states 3 and 4.

The heat addition and heat rejection processes are parallel so the
entire cycle isdrawn as a parallelogram on T-s coordinates. A Car-
not refrigeration cycle operating between Ty and Tg would lie
between states 1, a, 3, and b. The Lorenz cycle hasa smaller refrig-
erating effect than the Carnot cycle and more work is required.
However thiscycleisamore practical reference to usethan the Car-
not cycle when arefrigeration system operates between two single-
phase fluids such as air or water.

ABSOLUTE TEMPERATURE, T

ENTROPY, S

Fig. 11 Processes of Lorenz Refrigeration Cycle
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The energy transfers in a Lorenz refrigeration cycle are as fol-
lows, where AT is the temperature change of the refrigerant during
each of the two heat exchange processes.

Qg = (Te+AT/2)(S,-S3)
Q = (TR=AT/2)(S,-S,) = (TR-AT/2)(S,-S,)
Wnet = QO_QR

Thus by|Equation (15)]

_ Tr=(AT/2)

coP = To-Tr+AT

(42)

Example 3. Determine the entropy change, the work required, and the
coefficient of performance for the Lorenz cycle shown in
when the temperature of the refrigerated space is Ty = 250 K, the ambi-
ent temperature is To = 300 K, the AT of the refrigerant is 5K and the
refrigeration load is 125 kJ.

Solution:

1
Q; _ 125

AS = z[T To(aT/2) ~ 2415 0.5051 kJ/ K

Qo = [To+ (AT/2)]AS = (300 + 2.5)0.5051 = 152.78 kJ
W, = Qo—Qg = 152.78-125 = 27.78 kJ

Tr—(AT/2) _ 250-(5/2) _ 247.5 _ 450
To-Tr+AT  300-250+5 55 '

COP =

Note that the entropy change for the Lorenz cycleis larger than
for the Carnot cycle at the same temperature levels and the same
capacity (see[ExampleT). That is, the heat rejectionislarger and the
work requirement isalsolarger for the Lorenz cycle. Thisdifference
is caused by the finite temperature difference between the working
fluid in the cycle compared to the bounding temperature reservoirs.
However, as discussed previoudly, the assumption of constant tem-
perature heat reservoirsis not necessarily a good representation of
an actual refrigeration system because of the temperature changes
that occur in the heat exchangers.

THEORETICAL SINGLE-STAGE CYCLE USING
ZEOTROPIC REFRIGERANT MIXTURE

A practica method to approximate the Lorenz refrigeration
cycleisto use afluid mixture as the refrigerant and the four system
components shown in[Figure 8] When the mixture s not azeotropic
and the phase change processes occur at constant pressure, the tem-
peratures change during the evaporation and condensation pro-
cesses and the theoretical single-stage cycle can be shown on T-s
coordinatesasin|Figure 12} Thiscan be compared with{Figure 10]in
which the system Is shown operating with a pure simple substance
or an azeotropic mixture as the refrigerant. [Equations (14),

[(39),[(40), and apply to this cycle and to conventiona cycles
with constant phase change temperatures. Eﬁuaﬁion §42] should be
used as the reversible cycle COP in[Equation (17}

For zeotropic mixtures, the concept of constant saturation tem-
peratures does not exist. For example, in the evaporator, the
refrigerant enters at T, and exits at a higher temperature T,. The
temperature of saturated liquid at a given pressure is the bubble
point and the temperature of saturated vapor at agiven pressureis
called the dew point. The temperature T5 on is at the
bubble point at the condensing pressure and T, is at the dew point
at the evaporating pressure.

An analysis of areas on a T-s diagram representing additional
work and reduced refrigerating effect from aL orenz cycle operating
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ABSOLUTE TEMPERATURE, T
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Fig. 12 Areason T-sDiagram Representing Refrigerating
Effect and Work Supplied for Theoretical Single-Sage Cycle
Using Zeotropic Mixture as Refrigerant

between the same two temperatures T, and T5 with the same value
for AT can be performed. The cycle matches the Lorenz cycle most
closely when counterflow heat exchangers are used for both the
condenser and the evaporator.

Inacyclethat has heat exchangerswith finite thermal resistances
and finite external fluid capacity rates, Kuehn and Gronseth (1986)
showed that a cycle which uses a refrigerant mixture has a higher
coefficient of performance than a cycle that uses asimple pure sub-
stance as a refrigerant. However, the improvement in COP is usu-
aly small. The performance of the cycle that uses a mixture can be
improved further by reducing the thermal resistance of the heat
exchangers and passing the fluids through them in a counterflow
arrangement.

MULTISTAGE VAPOR COMPRESSION
REFRIGERATION CYCLES

Multistage vapor compression refrigeration is used when severa
evaporatorsare needed at varioustemperatures such asin asupermar-
ket or whenthetemperature of the evaporator becomesvery low. Low
evaporator temperature indicates low evaporator pressure and low
refrigerant density into the compressor. Two small compressors in
series have a smaller displacement and usualy operate more effi-
ciently than one large compressor that covers the entire pressure
range from the evaporator to the condenser. Thisis especidly truein
refrigeration systems that use ammonia because of the large amount
of superheating that occurs during the compression process.

The thermodynamic analysis of multistage cycles is similar to
the analysis of single-stage cycles. The main difference is that the
mass flow differs through various components of the system. A
careful mass balance and energy balance performed on individual
components or groups of components ensures the correct applica
tion of thefirst |aw of thermodynamics. Care must al so be exercised
when performing second law calculations. Often the refrigerating
load is comprised of more than one evaporator, so the total system
capacity is the sum of the loads from all evaporators. Likewise the
total energy input is the sum of the work into all compressors. For
multistage cycles, the expression for the coefficient of performance

given in[Equation 15 should be written as
COP = z Qi/ Wiet (43)
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Fig. 13 Schematic and Pressure-Enthalpy Diagram for
Dual-Compression, Dual-Expansion Cycle of Example 4]

When compressors are connected in series, the vapor between
stages should be cooled to bring the vapor to saturated conditions
before proceeding to the next stage of compression. Intercooling usu-
ally minimizes the displacement of the compressors, reduces the
work requirement, and increases the COP of the cycle. If the refrig-
erant temperature between stages is above ambient, a simple inter-
cooler that removes heat from the refrigerant can be used. If the
temperatureis below ambient, which isthe usual case, the refrigerant
itself must be used to cool the vapor. Thisisaccomplished with aflash
intercooler.[Eigure 13 shows acyclewith aflash intercooler installed.

The superheated vapor from compressor | is bubbled through
saturated liquid refrigerant at the intermediate pressure of the cycle.
Some of this liquid is evaporated when heat is added from the
superheated refrigerant. The result is that only saturated vapor at
the intermediate pressure is fed to compressor 1I. A common
assumption is to operate the intercooler at about the geometric
mean of the evaporating and condensing pressures. This operating
point provides the same pressure ratio and nearly equa volumetric
efficiencies for the two compressors. illustrates the ther-
modynamic analysis of this cycle

Example 4. Determine the thermodynamic properties of the eight state
points shown in[Figure 13] the mass flows, and the COP of this theoret-
ical multistage refrigeration cycle when R-134ais the refrigerant. The
saturated evaporator temperature is —20°C, the saturated condensing
temperature is 30°C, and the refrigeration load is 50 kW. The saturation
temperature of the refrigerant in the intercooler is 0°C, which is nearly
at the geometric mean pressure of the cycle.

Solution:

Thermodynamic property data are obtained from the saturation and
superheat tables for R-134a in States 1, 3, 5, and 7 are
obtained directly from the saturation table. State 6 is amixture of liquid
and vapor. The quality is calculated by

111

Table2 Thermodynamic Property Valuesfor Example 4

Specific Specific Specific
Temperature, Pressure, Volume, Enthapy, Entropy,
State °C kPa m3kg kdlkg  kd/(kg-K)
1 -20.0 132.68 0.14744 386.66 1.7417
2 2.8 292.69 0.07097 401.51 1.7417
3 0.0 292.69 0.06935 398.68 1.7274
4 33.6 770.08 0.02726 418.68 1.7274
5 30.0 770.08 0.00084 241.65 1.1432
6 0.0 292.69 0.01515 241.65 1.1525
7 0.0 292.69 0.00077 200.00 1.0000
8 -20.0 132.68 0.01878 200.00 1.0043
_he—h; _24165-200 _
X6 = h,"h, - 308.68_200  020%3
Then,
Vg = V7 +Xg(V3—Vy) = 0.000773 + 0.20963(0.06935 — 0.000773)

0.01515 m*/kg
S+ Xg(S;—S;) = 1.0+ 0.20963(0.7274—1.0)

= 1.15248 kJ/ (kg-K)

Se

Similarly for state 8,
Xg = 0.12300, vz = 0.01878 m*/kg, s; = 1.0043 ki/ (kg-K)

States 2 and 4 are obtained from the superheat tables by linear inter-
polation. The thermodynamic property data are summarized in

The mass flow through the lower circuit of the cycle is determined
from an energy balance on the evaporator.

Qi - 50
h,—hg  386.66 —200

my = = 0.2679 kg/s
mp=m =nm =mg
For the upper circuit of the cycle,
Mg =My = Mg = Mg

Assuming the intercooler has perfect external insulation, an energy bal-
ance on it is used to compute ms .

r'h6h6 + r‘hzhz = r'h7h7 + r‘hgh3

Rearranging and solving for mg,

. _ . hy=hy 200— 40151 _
s =t 2 = 0267957 " =2 = 0.3438 ky's
Wi = my(h,—h,) = 0.2679(401.51 — 386.66)

3.978 kW

Wii = rg(h, —h;) = 0.3438(418.68 — 398.68)

= 6.876 kW
Qi 50
COP = — — = = 461
Wi + Wi 3.978 + 6.876

[Examples 2|and[4 have the same refrigeration load and operate
with the same evaporating and condensing temperatures. The two-
stagecyclein m has a higher COP and lesswork input than
the single-stage cycle. Also the highest refrigerant temperature
leaving the compressor is about 34°C for the two-stage cycle versus
about 38°C for the single-stage cycle. These differences are more
pronounced for cycles operating at larger pressure ratios.
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ACTUAL REFRIGERATION SYSTEMS

Actual systems operating steadily differ from the ideal cycles
considered in the previous sectionsin many respects. Pressuredrops
occur everywhere in the system except in the compression process.
Heat transfers occur between the refrigerant and its environment in
al components. The actual compression process differs substan-
tially from theisentropic compression assumed above. Theworking
fluid is not a pure substance but amixture of refrigerant and oil. All
of these deviations from a theoretical cycle cause irreversibilities
within the system. Each irreversibility requires additional power
into the compressor. It is useful to understand how these irrevers-
ibilities are distributed throughout a real system. Insight is gained
that can be useful when design changes are contempl ated or operat-
ing conditions are modified.[Example 5illustrates how theirrevers-
ibilities can be computed in a real system and how they require
additional compressor power to overcome. The input data have
been rounded off for ease of computation.

Example 5. An air-cooled, direct-expansion, single-stage mechanical
vapor-compression refrigerator uses R-22 and operates under steady
conditions. A schematic drawing of this system is shown in|Figure 14.
Pressure drops occur in al piping and heat gains or losses occur asindi-
cated. Power input includes compressor power and the power required
to operate both fans. The following performance data are obtained:

Ambient air temperature, to = 30°C
Refrigerated space temperature, tg = —10°C
Refrigeration load, Qevap = 7.0kw
Compressor power input, Weomp = 2.5 kW
Condenser fan input, WCF = 0.15kwW
Evaporator fan input, Wer = 0.11kW

Refrigerant pressures and temperatures are measured at the seven
locations shown on[Figure 14[Table 3]lists the measured and computed
thermodynamic properties of the refrigerant neglecting the dissolved oil.
A pressure-enthalpy diagram of this cycle is shown in Eigure 13 and is
compared with atheoretical single-stage cycle operating between theair
temperatures tg and to.

Compute the energy transfers to the refrigerant in each component
of the system and determine the second law irreversibility rate in each
component. Show that the total irreversibility rate multiplied by the
absolute ambient temperature is equal to the difference between the
actual power input and the power required by a Carnot cycle operating
between tg and to with the same refrigerating load.

. DISCHARGE
Qc LINE

. T,
AIR-COOLED @ / QoA °
CONDENSER

Tog9ue '
Qcoms
LiQuip ; T®
LINE CONE,E,TSER Wer. RECIPROCATING
COMPRESSOR
! suction T®@ \\\
H ¢ LINE )
i TEV Weoue

DIRECT EXPANSION

EVAPORATOR o)
o Qs
A 7
W 7 EVAPORATOR Tr i
: FAN :

REFRIGERATED ROOM

Fig. 14 Schematic of Real, Direct-Expansion,
Single-Stage M echanical Vapor-Compression
Refrigeration System
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Solution: The mass flow of refrigerant is the same through all compo-
nents, so it is only computed once through the evaporator. Each compo-
nent in the system is analyzed sequentially beginning with the
evaporator.[Equation (6)] is used to perform afirst law energy balance
on each component and[Equafion (13)]is used for the second law analy-
sis. Note that the temperature used in the second law analysis is the
absolute temperature.

Evaporator:
Energy balance
7Q1 = m(hy—hy) = 7.0 kW
- 70 _
M = o508- 2a013) - 004522 ky's
Second law
A1 = rh(sl_sﬂ_gl
R
= 0.04322(1.7810— 1.1561) - —20—
263.15
= 0.4074 WIK
Suction Line:
Energy balance
1Qz2 = m(h,—h,)

0.04322(406.25 —-402.08) = 0.1802 kW

Table3 Measured and Computed Thermodynamic

Properties of Refrigerant 22 for

M easured Computed
Specific Specific Specific
Pressure, Temperature, Enthalpy, Entropy, Volume,
State  kPa °C kd/kg kd/(kg-K)  m3kg

1 310.0 -10.0 402.08 1.7810 0.07558
2 304.0 -4.0 406.25 1.7984 0.07946
3 1450.0 82.0 454.20 1.8165 0.02057
4 14350 70.0 444.31 1.7891 0.01970
5 1410.0 34.0 241.40 1.1400 0.00086
6  1405.0 33.0 240.13 1.1359 0.00086
7 320.0 -12.8 240.13 1.1561 0.01910

PRESSURE, p

Tr = const a b

ENTHALPY, h

Fig. 15 Pressure-Enthalpy Diagram of Actual System and
Theoretical Single-Stage System Oper ating Between Same
Inlet Air Temperatures Tg and T
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Second law

117 = m(s—sy) i
To

0.04322(1.7984 — 1.7810) — 0.1802/303.15
0.1575 W/K

Compressor:
Energy balance

2Qs = m(hy—hy) + 2Ws
0.04322(454.20 — 406.25) — 2.5

—0.4276 kW

Second law

A3 = m(s3—s,) - 2
To

0.04322(1.8165 — 1.7984) — (~0.4276/ 303.15)
2.1928 kW

DischargeLine:
Energy balance

3Q4

m(h, —hs)
0.04322(444.31 — 454.20) = —-0.4274 kW

Second law

als = M(s;—83) -

3Q
TO

0.04322(1.7891 — 1.8165) — (=0.4274/303.15)
0.2258W/K

Condenser:
Energy balance

4Qs = m(hg—h,)
0.04322(241.4 — 444.31) = —-8.7698 kW

Second law

A5 = M(s5—s,) —“TQS
o

0.04322(1.1400 — 1.7891) — (~8.7698/ 303.15)
0.8747 W/K

Liquid Line:
Energy balance

5Qs = m(hg—hs)
= 0.04322(240.13 — 241.40) = —0.0549 kW
Second law

slg = M(S5—S5) — o
To

0.04322(1.1359 — 1.1400) — (=0.0549/ 303.15)
0.0039 W/K

Expansion Device:
Energy balance

6Q7 = m(h,—hg) = 0

Second law

m(s; —S5)
0.04322(1.1561 — 1.1359) = 0.8730 W/K

6'7

These results are summarized in|Table 4. For the Carnot cycle,
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Table4 Energy Transfersand Irreversibility Ratesfor
Refrigeration System in Example 5]

Component Q. kW W, kw I, WK [/ total, %
Evaporator 7.0000 0 0.4074 9
Suction line 0.1802 0 0.1575 3
Compressor -0.4276 25 2.1928 46
Dischargeline -0.4274 0 0.2258 5
Condenser -8.7698 0 0.8747 18
Liquid line -0.0549 0 0.0039 E)
Expansion device 0 0 0.8730 18
Totals -2.4995 25 47351
COPy e = =B = 28318 _ 5579
Carnot To _ TR 40 .

The Carnot power requirement for the 7 kW load is

Qe - 10 _ 3o6akw

Wearnot = ——22—
Aot S COP e | 6579

The actual power requirement for the compressor is

Wcomp = WCarn0t+ |.t0ta|T0
1.064 + 4.7351(303.15) = 2.4994 kW

This result is within computational error of the measured power
input to the compressor of 2.5 kW.

The analysis demonstrated in can be applied to any
actual vapor compression refrigeration system. The only required

information for the second law analysisisthe refrigerant thermody-
namic state points and mass flow rates and the temperatures in
which the system is exchanging heat. In this example, the extra
compressor power required to overcome the irreversibility in each
component isdetermined. Thecomponent with thelargest lossisthe
compressor. This loss is due to motor inefficiency, friction losses,
and irreversibilities due to pressure drops, mixing, and heat transfer
between the compressor and the surroundings. The unrestrained
expansion in the expansion device is aso a large loss. This loss
could be reduced by using an expander rather than athrottling pro-
cess. An expander may be economical on large machines.

All heat transfer irreversibilities on both the refrigerant side and
theair side of the condenser and evaporator areincludedin the anal -
ysis. Therefrigerant pressure drop is also included. The only items
not included aretheair-side pressuredrop irreversibilities of thetwo
heat exchangers. However these are equal to the fan power require-
ments as al the fan power is dissipated as heat.

Anoverall second law analysis, such asin[Example 5] showsthe
designer those components with the most losses, and it hel ps deter-
mine which components should be replaced or redesigned to
improve performance. However, thistype of analysis does not iden-
tify the nature of the losses. A more detailed second law analysisin
which the actual processes are analyzed in terms of fluid flow and
heat transfer is required to identify the nature of the losses (Liang
and Kuehn 1991). A detailed analysis will show that most irrevers-
ibilities associated with heat exchangers are due to heat transfer,
while pressure drop on the air side causes avery small loss and the
refrigerant pressure drop causes anegligibleloss. Thisfinding indi-
cates that promoting refrigerant heat transfer at the expense of
increasing the pressure drop usually improves performance. This
analysis does not provide the cost/benefits associated with reducing
component irreversibilities. The use of a thermo-economic tech-
niqueis required.
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ABSORPTION REFRIGERATION
CYCLES

An absorption cycle is a heat-activated thermal cycle. It ex-
changes only thermal energy with its surroundings—no appreciable
mechanical energy isexchanged. Furthermore, no appreciable con-
version of heat to work or work to heat occursin the cycle.

Absorption cycles find use in applications where one or more of
the heat exchangeswith the surroundingsisthe useful product. This
includes refrigeration, air conditioning, and heat pumping. The two
great advantages of thistype of cycle in comparison to other cycles
with similar product are

 No large rotating mechanical equipment is required
» Any source of heat can be used, including low-temperature
sources (e.g., waste heat)

IDEAL THERMAL CYCLE

All absorption cycles include at least three thermal energy
exchangeswith their surroundings; that is, energy exchange at three
different temperatures. The highest temperature and lowest temper-
ature heat flows are in one direction, and the mid-temperature one
(or two) is in the opposite direction. In the forward cycle, the
extreme temperature (hottest and coldest) heat flows are into the
cycle. Thiscycle is also called the heat amplifier, heat pump, con-
ventional cycle, or Typel cycle. When the extreme temperature heat
flows are out of the cycle, it is called areverse cycle, heat trans-
former, temperature amplifier, temperature booster, or Type Il
cycle. illustrates both types of thermal cycles.

This fundamental constraint of heat flow into or out of the cycle
at three or more different temperatures establishes the first limita-
tion on cycle performance. By the first law of thermodynamics (at
steady state),

Qhot * Qeold = ~Qmid

(44)
(positive heat quantities are into the cycle)
The second law requires that
Chot , Qeotd , Omid (45)
Thot  Teold  Tmid

with equality holding in the ideal case.
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Fig. 16 Thermal Cycles
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From these two laws aone (i.e., without invoking any further
assumptions) it follows that, for the ideal forward cycle,

COP. - Qcold - Thot_Tmid Tcold (46)
ideal Qhot Thot Tmi d— Tcol d

The heat ratio Qg ¢/Qnot 1S commonly called the coefficient of
performance (COP), which is the cooling realized divided by the
driving heat supplied.

Heat that is rejected to ambient may be at two different temper-
atures, creating a four-temperature cycle. The ideal COP of the
four-temperature cycleisalso expressed by [Equation (46), with T4
signifying the entropic mean heat rejection temperature. In that
case, Tpiqis caculated asfollows:

_ Qumid hot * Qmid cold

= (47)
Qumid hot , Qmid cold
Tmidhot  Tmid cold

T

mid

This expression results from assigning all the entropy flow to the
single temperature T ;4.

Theidea COPfor the four-temperature cycle requires additional
assumptions, such as the relationship between the various heat
quantities. Under the assumptions that Qg = Qpid cold @ Qnot =
Qmid hot» the following expression results:

COP. - Thot_Tmid hot Tcold Tcold (49)

ideal
Thot Tmid cold Tmid hot

WORKING FLUID PHASE
CHANGE CONSTRAINTS

Absorption cycles require at least two working substances—a
sorbent and a fluid refrigerant; and each substance achieves its
cycle function with a phase change. Given this constraint, many
combinations are not achievable. The first result of invoking the
phase change constraints is that the various heat flows assume
known identities. Asillustrated in[Figure 17] the refrigerant phase
changes occur in an evaporator and a condenser, and those of the
sorbent in an absorber and adesorber (generator). For the forward
absor ption cycle, the highest temperature heat is always supplied
to the generator,

Qhot = Qgen (49)

and the coldest heat is supplied to the evaporator:
Qcold = Qevap (50)

Q, Qqy
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SOLUTION HEAT
REFRIGERANT FLOW g/ EXCHANGER

RESTRICTOR

SOLUTION
PRESSURE
REDUCER

6
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t
*Qevap " ¥ Cuis

Fig. 17 Single-Effect Absorption Cycle
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For ther ever seabsor ption cycle, the highest temperature heat is
rejected from the absorber, and the lowest temperature heat is
rejected from the condenser.

The second result of the phase change constraint is that for all
known refrigerants and sorbents over pressure ranges of interest,

Qevap = Qcond (51)

and Qgen = Qabs (52)

These two relations are true because the latent heat of phase change
(vapor — condensed phase) isrelatively constant when far removed
from the critical point. Thus, each heat input can not be indepen-
dently adjusted.

The ideal single-effect forward cycle COP expression is

Toen—T T T
COPideaIS ge_r;_ absT evap _If:ond (53)

gen cond Tevap

abs

Equality holdsonly if the heat quantities at each temperature may be
adjusted to specific values, which as shown below is not possible.

The third result of invoking the phase change constraint is that
only three of the four temperatures T, Toongs Tgens @0 T My be
independently selected.

Practical liquid absorbents for absorption cycles have a signifi-
cant negative deviation from behavior predicted by Raoult’s law.
This has the beneficial effect of reducing the required amount of
absorbent recircul ation, at the expense of reduced lift and increased
sorption duty. The practical effect of the negative deviation is that
for most absorbents,

Qabs 12t01.3 (54)

Qcond
and

T _Tabs: 1'2(Tcond_T (55)

gen evap)
The net result of applying the above approximations and con-
straintsto theideal cycle COP for the single-effect forward cycleis

T T
COP. =12 evap ' cond __ Qcond =08 (56)

ideal -
TgenTabs Qabs

In practical terms, the temperature constraint reducestheideal COP
to about 0.9, and the heat quantity constraint further reduces it to
about 0.8.

Another useful result is

Tgen min = Tcond + Tabs_ Tevap (57)
where Tgen min IS the minimum generator temperature necessary to

achieve a given evaporator temperature.

Alternative approaches are available that |ead to nearly the same
upper limit on ideal cycle COP. For example, one approach equates
the exergy production from a “driving” portion of the cycle to the
exergy consumption in a*“cooling” portion of the cycle (Tozer et al.
1997). This leads to the expression

T T
COP. < evap _ _cond (58)
ideal Tabs Tgen

115

Another approach derives the idealized rel ationship between the
cyclelift (Teong — Tevap) @Nd drop (Tgeq — Tape), i-€., between the two
temperature differences that define the cycle.

WORKING FLUIDS

The working fluids for absorption cycles naturally fall into four
categories, each requiring a different approach to cycle modeling
and thermodynamic analysis. For the liquid absorbents, the impor-
tant distinction iswhether the absorbent isvolatile or nonvolatile. In
the latter case, the vapor phase is always pure refrigerant (neglect-
ing noncondensables), and analysis is relatively straightforward.
For volatile absorbents, wherein vapor concentration isvariable, the
cycleand component modeling techniques must keep track of vapor
concentration as well as liquid concentration.

The sorbent may be either liquid phase or solid phase. For the
solid sorbents, the important distinction is whether the solid is a
physisorbent (also known as adsorbent) or achemisorbent. With the
physisorbent, the sorbent temperature depends on both pressure and
refrigerant loading (bivariance), the same as for the liquid absor-
bents. In contrast, the chemisorbent temperature does not vary with
loading, at least over small ranges, and hence a different modeling
approach is required.

Beyond these distinctions, variousother characteristicsareeither
necessary or desirable for suitable liquid absorbent-refrigerant
pairs, asfollows:

Absence of Solid Phase (Solubility Field). The refrigerant-
absorbent pair should not form a solid over the expected range of
composition and temperature. If asolid forms, it will stop flow and
cause equipment to shut down. Controls must prevent operation
beyond the acceptabl e solubility range for the pair.

Relative Volatility. The refrigerant should be much more vola-
tilethan the absorbent so the two can be separated easily. Otherwise,
cost and heat requirements may be excessive. Many of the absor-
bents are effectively nonvoldtile.

Affinity. The absorbent should have a strong affinity for the
refrigerant under conditionsin which absorption takes place. Affin-
ity means a negative deviation from Raoult’s law and resultsin an
activity coefficient of less than unity for the refrigerant. Strong
affinity allows less absorbent to be circulated for the same refriger-
ation effect, reducing sensible heat losses. A smaller liquid heat
exchanger to transfer heat from the absorbent to the pressurized
refrigerant-absorption solution is also a benefit of affinity. On the
other hand, as affinity increases, extra heat isrequired in the gener-
ators to separate refrigerant from the absorbent, and the COP suf-
fers.

Pressure. Operating pressures, established by the thermody-
namic properties of the refrigerant, should be moderate. High pres-
sure requires the use of heavy-walled equipment, and significant
electrical power may be required to pump the fluids from the low-
pressure side to the high-pressure side. Vacuum requires the use of
large-volume equipment and special means of reducing pressure
drop in the refrigerant vapor paths.

Sability. High chemical stability is required because fluids are
subjected to severe conditions over many years of service. Instabil-
ity can cause undesirable formation of gases, solids, or corrosive
substances. The purity of all components charged into the systemiis
critical for high performance and corrosion prevention.

Corrosion. Most absorption fluids corrode materials used in
construction. Therefore, corrosion inhibitors are used.

Safety. Precautions as dictated by code are followed in the cases
wherefluids aretoxic, inflammable, or at high pressure. Codesvary
according to country and region.

Transport Properties. Viscosity, surface tension, thermal diffu-
sivity, and mass diffusivity are important characteristics of the
refrigerant-absorbent pair. For example, low viscosity promotes
heat and mass transfer and reduces pumping power.
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Latent Heat. The refrigerant latent heat should be high, so the
circulation rate of the refrigerant and absorbent can be minimized.

Environmental Soundness. The two parameters of greatest
concern are the global warming potential and the ozone depletion
potential.

No refrigerant-absorbent pair meets al requirements. Unfortu-
nately, many requirements work at cross-purposes. For example, a
greater solubility field goes hand-in-hand with reduced relative vol-
atility. Thus, selection of aworking pair isinherently acompromise.

Water-lithium bromide and ammonia-water offer the best com-
promises of thermodynamic performance and have no known detri-
mental environmental effect (zero ozone depletion potential and
zero global warming potential).

The ammonia-water pair meets most requirements, but its vola-
tility ratio islow and it requires high operating pressures. Ammonia
isalso a Safety Code Group 2 fluid (ASHRAE Sandard 15), which
restrictsits use indoors.

Advantages of the water-lithium bromide pair include high
safety, high volatility ratio, high affinity, high stability, and high
latent heat. However, this pair tends to form solids and operates at
deep vacuum. Because the refrigerant turns to ice at 0°C, the pair
cannot be used for low-temperature refrigeration. Lithium bromide
(LiBr) crystallizes at moderate concentrations, aswould be encoun-
tered in air-cooled chillers, which ordinarily limits the pair to appli-
cations where the absorber is water-cooled and the concentrations
are lower. However, using a combination of salts as the absorbent
can reduce this crystallization tendency enough to permit air cool-
ing (Macriss 1968). Other disadvantages of the water-lithium bro-
mide pair include the low operating pressures and high viscosity.
This is particularly detrimental to the absorption step; however,
alcohols with a high relative molecular mass enhance LiBr absorp-
tion. Proper equipment design and additives can overcome these
disadvantages.

Other refrigerant-absorbent pairs are listed in[Table 5|(Macriss
and Zawacki 1989, ISHPC 1999). Severa refrigerant-absorbent
pairs appear suitable for certain cycles and may solve some prob-
lems associated with traditional pairs. However, stability, corrosion,
and property information on several is limited. Also, some of the
fluids are somewhat hazardous.

Table5 Refrigerant-Absorbent Pairs

Refrigerant Absorbents
H,O Sdlts
Alkali halides
LiBr
LiClOg
CaCl,
ZnCl,
ZnBr
Alkali nitrates
Alkali thiocyanates
Bases
Alkali hydroxides
Acids
H,SO,
H3PO,
NH; H,O
Alkali thiocyanates
TFE NMP
(Organic) E181
DMF
Pyrrolidone

SO, Organic solvents
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ABSORPTION CYCLE REPRESENTATIONS

The quantities of interest to absorption cycle designers are tem-
perature, concentration, pressure, and enthalpy. The most useful
plots are those with linear scales and in which the key properties
plot as straight lines. Some of the following plots are used:

» Absorption plots embody the vapor-liquid equilibrium of both
the refrigerant and the sorbent. Plots of vapor-liquid equilibrium
on linear pressure-temperature coordinates have a logarithmic
shape and hence are little used.

e In the van’t Hoff plot (In P versus —1/T), the constant
concentration contours plot as nearly straight lines. Thus, it is
more readily constructed (e.g., from sparse data) in spite of the
awkward coordinates.

» The Dihring diagram (solution temperature versus reference

temperature) retains the linearity of the van't Hoff plot, while

eliminating the complexity of nonlinear coordinates. Thus, it has
found extensive use (see[Figure 20). The primary drawback isthe
need for areference substance.

The Gibbs plot (solution temperature versus T In P) retains most

of the advantages of the Dihring plot (linear temperature

coordinates, concentration contours are straight lines) while
eliminating the recourse to a reference substance.

The Merkel plot (enthal py versus concentration) isused to assist

thermodynamic caculations and to solve the digtillation

problemsthat arise with volatile absorbents. It has a so been used
for basic cycle analysis.

» Temperature-entropy coordinates are occasionally used to
relate absorption cycles to their mechanical vapor compression
counterparts.

CONCEPTUALIZING THE CYCLE

The basic absorption cycle shown in[Figure 17 must bealtered in
many cases to take advantage of the avallable energy. Examples
include the following: (1) the driving heat is much hotter than the
minimum required Tye, min: @multistage cycle boosts the COP; and
(2) the driving heat temperature is bel oW T in: @ different multi-
stage cycle (half-effect cycle) can reduce the Tge, rrin.

M ultistage means that one or more of the four basic exchangers
(generator, absorber, condenser, evaporator) are present at two or
more places in the cycle at different pressures or concentrations.
Multieffect isaspecial case of multistaging, signifying the number
of times the driving heat is used as it transits the cycle. Thus there
are severd types of two-stage cycles: the double-effect cycle, the
half-effect cycle, and the two-stage, triple-effect cycle.

Two or more single-effect absorption cycles, such as shown in

can be combined to form a multistage cycle by coupling
any of the components. Coupling implieseither (1) sharing of com-
ponent(s) between the cyclesto form an integrated single hermetic
cycle or (2) dternatively exchanging heat between components
belonging to two hermetically separate cycles that operate at
(nearly) the same temperature level.

[Figure 18] shows a double-effect absorption cycle formed by
coupling the absorbers and evaporators of two single-effect cycles
into an integrated, single hermetic cycle. Heat is transferred
between the high-pressure condenser and intermediate-pressure
generator. The heat of condensation of the refrigerant (generated in
the high-temperature generator) generates additiona refrigerant in
thelower temperature generator. Thus, the prime energy provided to
the high-temperature generator is cascaded (used) twice in the
cycle, making it a double-effect cycle. With the generation of addi-
tional refrigerant from a given heat input, the cycle COP increases.
Commercial water-lithiumbromidechillersnormally usethiscycle.

The cycle COP can be further increased by coupling additional
components and by increasing the number of cycles that are com-
bined. This way, severa different multiple-effect cycles can be
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combined by pressure-staging and/or concentration-staging. The
double-effect cycle, for example, isformed by pressure-staging two
single-effect cycles.

[Figure 19 shows twelve generic triple-effect cyclesidentified by
Alefeld and Radermacher (1994). Cycle5isapressure-staged cycle,
and Cycle 10 is a concentration-staged cycle. All other cycles are
pressure- and concentration-staged. Cycle 1, whichis called adual
loop cycle, isthe only cycle consisting of two loopsthat doesn't cir-
cul ate absorbent in the low-temperature portion of the cycle.

Each of the cycles shown in can be made with one,
two, or sometimes three separate her metic loops. Dividing acycle
into separate hermetic loops allows the use of a different working
fluid in each loop. Thus, a corrosive and/or high-lift absorbent can
be restricted to the loop where it is required, and a conventional
additive-enhanced absorbent can be used in other loops to reduce
the system cost significantly. As many as 78 hermetic loop config-
urations can be synthesized from the twelve triple-effect cycles
shown in. For each hermetic loop configuration, further
variations are possible according to the absorbent flow pattern (e.g.,
series or paralldl), the absorption working pairs selected, and vari-
ousother hardwaredetails. Thus, literally thousands of distinct vari-
ations of the triple-effect cycle are possible.
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Fig. 18 Double-Effect Absorption Cycle
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The ided analysis can be extended to these multistage cycles
(Alefeld and Radermacher 1994). A similar range of cycle variants
is possible for situations calling for the half-effect cycle, in which
the available heat source temperature is bel ow tyen ip-

ABSORPTION CYCLE MODELING

Analysis and Performance Simulation

A physical-mathematical model of an absorption cycle consists
of four types of thermodynamic equations. mass balances, energy
balances, relations describing the heat and mass transfer, and equa-
tions for the thermophysical properties of the working fluids.

Asan example of simulation,|Fi §ure 2(] shows a Duhring plot of
asingle-effect water-lithium bromide absorption chiller. The chiller
ishot water driven, rejectswaste heat from the absorber and the con-
denser to a stream of cooling water, and produces chilled water. A
simulation of thischiller startsby specifying the assumptions(Table|

[6) and the design parameters and the operating conditions at the
design point[(Table 7). Design parameters are the specified UA val-
ues and the flow regime (co/counter/crosscurrent, pool, or film) of
al heat exchangers (evaporator, condenser, generator, absorber,
solution heat exchanger) and the flow rate of weak solution through
the solution pump.

One complete set of input operating parameters could be the
design point values of the chilled water and cooling water temper-
atures tepi ins tenitl outs teool int toool out: the hot water flow rate mpgt ,
and the total cooling capacity Q.. With this information, a cycle
simulation cal culates the required hot water temperatures; the cool-
ing water flow rate; and the temperatures, pressures, and concentra-
tions at dl internal state points. Some additional assumptions are
made that reduce the number of unknown parameters.

Table6 Assumptionsfor Single-Effect
Water-Lithium Bromide Model (Figure 17)

Assumptions

» Generator and condenser as well as evaporator and absorber are under
same pressure

« Refrigerant vapor leaving the evaporator is saturated pure water

« Liquid refrigerant leaving the condenser is saturated

* Strong solution leaving the generator is boiling

* Refrigerant vapor leaving the generator has the equilibrium temperature
of the weak solution at generator pressure

» Weak solution leaving the absorber is saturated

 No liquid carryover from evaporator

* Flow restrictors are adiabatic

» Pumpisisentropic

* No jacket heat losses

» Thelmtd (log mean temperature difference) expression adequately
estimates the latent changes

DIAGONAL LINES
REPRESENT
CONSTANT LiBr
MASS FRACTION

PRESSURE

CRYSTALLIZATION
V LINE

TEMPERATURE

Fig. 20 Single-Effect Water-Lithium Bromide
Absorption Cycle Dihring Plot
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With these assumptions and the design parameters and operating
conditions as specified in[Table 7, the cycle simulation can be con-
ducted by solving the following set of equations:

Mass Balances
Myefr + r'hstrong = Myeak (59
rhS'(I’OngEstrong = rhWeakzweak (60)

Energy Balances

Qevap = mrefr(hvapor, evap _hliq, cond)

(61)
= Menit1 (Nenity in = Penitn out)
Qevap = r‘hrefr(hvapor, gen_hliq, cond)
= r‘hcool(hcool out_hcool mean) (62)

Qabs = mrefrhvapor, evapt mStl’Oﬂghstrong, gen

- r.hWealkhweak, abs_Q5°| = rhCOOl(hcooI mean_hcool in) (63)

Qgen = mrefrhvapor, gen + mStfonghstrong, gen
- mweakhweak, abs — QSO' = tht(hhot in~ hhot out) (64)

Table7 Design Parametersand Operating Conditions for
Single-Effect Water-Lithium Bromide Absorption Chiller

Operating
Design Parameters Conditions
Evaporator  UAg,, = 319.2 KWIK, tenin in = 12°C
countercurrent film tenill out = 6°
Condenser  UA.gng = 180.6 kW/K, teool out = 35°C
countercurrent film
Absorber UA,ps = 186.9 KWIK, teool in= 27°C

countercurrent film-absorber

Generator ~ UAgg, = 143.4 kKWK,
pool-generator

UAg, = 33.8 kW/K, countercurrent
Mweak =12 kg/s

Mhot = 74.4 kgls

Solution

Genera = 2148 kW

Qevgp

Table8 Simulation Resultsfor Single-Effect
Water-Lithium Bromide Absor ption Chiller

Internal Parameters Per for mance Parameters

Qevap = 2148 KW

Evaporator  t,4n0,evap = 1.8°C .
Mehinn = 85.3 kals

Psatevap = 0-697 kPa

2001 ASHRAE Fundamentals Handbook (SI)

Qsol = mSthﬂQ(hstrong, gen_hstrong, sol)

rhWeak(hweak, sol — hweak, abs) (65)

Heat Transfer Equations

t -t

A _ chill in— “chill out
Qevap = UAevap o
ﬂtchlll in tva
por, evap[] 66
In[t = (66)
chill out — “vapor, evap
. t -t
Qcond = UAcond cool out  ‘cool mean
ﬁliq, cond ~ fcool mean ]
Ing — H (67)
lig, cond cool out
Qabs - UA (tstrong, abs_tcool mean) _(tweak, abs_tcool in)
- b
abs ﬁstrong, abs_tcool mean |
= n m (68)
weak, abs ~ “cool in
Qgen = UA (thot in _tstrong, gen) _(thot out_tweak, gen)
gen ﬂhot in_tstrong, gen] 69
In[t n (69)
hot out — “weak, gen
Qsol = UA (tstrong, gen _tweak, sol) _ (tstrong, sol _tweak, abs)
- |
s ﬂstrong, gen tweak, sol[] 70
InEt n (70)
strong, sol ~ ‘weak, abs

Fluid Property Equations at each state point

Thermal Equations of State:  hyater (1P), Ny (,0,8)
Two-Phase Equilibrium: tyater.sat(P)» tsot sat(P:€)

The results are listed in.

Double-Effect Cycle

Double-effect cycle calculations can be performed in a manner
similar to that illustrated for the single-effect cycle. Mass and
energy balances of the model shown in were calculated
using the inputs and assumptions listed in[Table 9] The results are

shown in[Table 10.| The COP is quite sensitive to severa inputsand

Q

10

Condenser  Tiiq cong = 46.2°C Qcond = 2322 kW
Peat cond = 10.2 kPa Meool = 158.7 kg/s

Absorber &,y = 59.6% Qabs = 2984 kW
e = 40.7°C teoolmean = 31.5°C
tsrong abs = 49.9°C

Generator  &grong = 64.6% Qgen = 3158 kW
tgrong gen = 103.5°C thorin = 125°C
fyealogen = 92.4°C thot out = 115°C
tweak,sol =76.1°C

SolUtion  tgrongeol = 624°C Qsol =825kW
tweak,sol =76.1°C € =65.4%

General Myapor = 0.93kg/s COP=0.68

Mstrong = 11.06 ks

evap abs

Q

Fig. 21 Double-Effect Water-Lithium Bromide
Absorption Cycle with State Points
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assumptions. In particular, the effectiveness of the solution heat
exchangers and the driving temperature difference between the
high-temperature condenser and the low-temperature generator
influence the COP strongly.

Table9 Inputsand Assumptionsfor Double-Effect
Water-Lithium Bromide Model
Inputs
Capacity Qevap 1760 kW
Evaporator temperature t1o 5.1°C
Desorber solution exit temperature tia 170.7°C
Condenser/absorber low temperature ty, tg 42.4°C
Solution heat exchanger effectiveness € 0.6
Assumptions

* Steady state

 Refrigerant is pure water

« No pressure changes except through flow restrictors and pump

« State pointsat 1, 4, 8, 11, 14, and 18 are saturated liquid

* State point 10 is saturated vapor

» Temperature difference between high-temperature condenser and |ow-
temperature generator is5 K

* Parallel flow

« Both solution heat exchangers have same effectiveness

« Upper loop solution flow rate is selected such that upper condenser heat
exactly matches lower generator heat requirement

« Flow restrictors are adiabatic

* Pumps are isentropic

* No jacket heat losses

« No liquid carryover from evaporator to absorber

 Vapor leaving both generatorsis at equilibrium temperature of entering
solution stream

Table10 Sate Point Datafor Double-Effect

Water-Lithium Bromide Cycle of

h m, P, Q. t, X,
% LiBr

Point kJ/kg kals kPa  Fraction °C

1 117.7 9.551 0.88 0.0 424 59.5
2 117.7 9.551 8.36 424 59.5
3 182.3 9.551 8.36 75.6 59.5
4 247.3 8.797 8.36 0.0 97.8 64.6
5 177.2 8.797 8.36 58.8 64.6
6 177.2 8.797 0.88 0.004 53.2 64.6
7 2661.1 0.320 8.36 85.6 0.0
8 1774 0.754 8.36 0.0 24 0.0
9 177.4 0.754 0.88 0.063 5.0 0.0
10 2510.8 0.754 0.88 1.0 5.0 0.0
11 201.8 5.498 8.36 0.0 85.6 59.5
12 201.8 5.498 111.8 85.6 59.5
13 301.2 5.498 111.8 136.7 59.5
14 378.8 5.064 111.8 0.00 170.7 64.6
15 270.9 5.064 111.8 110.9 64.6
16 270.9 5.064 8.36 0.008 99.1 64.6
17 2787.3 0434 1118 155.7 0.0
18 430.6 0434 1118 0.0 102.8 0.0
19 430.6 0.434 8.36 0.105 24 0.0
COP = 1195 Qe = 1760 kW

At = 5K dg = 1472kwW

€ = 0.600 Ogwa = 617kW

g, = 2328kW Osmo = D46 KW

0. = 1023kw Wp1 = 0.043kW

Q. = 905 kw Wp2 = 0.346 kW
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AMMONIA-WATER ABSORPTION CYCLES

Ammonia-water absorption cycles are similar to the water-lith-
ium bromide cycles, but with some important differences. The dif-
ferences arise due to the lower latent heat of ammonia compared to
water, the volatility of the absorbent, and the different pressure and
solubility ranges. Thelatent heat of ammoniaisonly about half that
of water, so, for the same duty, the refrigerant and absorbent mass
circulation rates are roughly double that of water-lithium bromide.
As aresult, the sensible heat loss associated with heat exchanger
approachesisgreater. Accordingly, ammonia-water cyclesincorpo-
rate more techniques to reclaim sensible heat described in Hanna et
al. (1995). The refrigerant heat exchanger (RHX), also known as
refrigerant subcooler, which improves COP by about 8%, is the
most important (Holldorff 1979). Next is the absorber heat
exchanger (AHX), accompanied by a generator heat exchanger
(GHX) (Phillips 1976). These either replace or supplement the tra-
ditional solution heat exchanger (SHX). These components would
also benefit the water-lithium bromide cycle, except that the deep
vacuum in that cycle makes them impractical there.

Thevolatility of thewater absorbent isalso key. It makesthe dis-
tinction between crosscurrent, cocurrent, and countercurrent mass
exchangemoreimportant in al of thelatent heat exchangers (Briggs
1971). It also requires a distillation column on the high-pressure
side. When improperly implemented, this column can impose both
cost and COP pendlties. Those pendties are avoided by refluxing
the column from an internal diabatic section (e.g., solution cooled
rectifier [SCRY]) rather than with an external reflux pump.

The high-pressure operating regime makes it impractical to
achieve multieffect performance via pressure-staging. On the other
hand, the exceptionally wide solubility field facilitates concentra-
tion-staging. The generator-absorber heat exchange (GAX) cycleis
an especially advantageous embodiment of concentration-staging
(Modahl and Hayes 1988).

Ammonia-water cycles can equal the performance of water-lith-
ium bromidecycles. Thesingle-effect or basic GAX cycleyieldsthe
same performance as a single-effect water-lithium bromide cycle;
the branched GAX cycle (Herold et al. 1991) yields the same per-
formance as a water-lithium bromide double-effect cycle; and the
VX GAX cycle (Erickson and Rane 1994) yields the same perfor-
mance as a water-lithium bromide triple-effect cycle. Additiona
advantages of the ammonia-water cycleinclude refrigeration capa-
bility, air-cooling capability, all mild stee construction, extreme
compactness, and capability of direct integration into industrial pro-
cesses. Between heat-activated refrigerators, gas-fired residential
air conditioners, and large industrial refrigeration plants, this tech-
nology has accounted for the vast majority of absorption activity
over the past century.

[Figure 22 shows the diagram of atypical single-effect ammonia-
water absorption cycle. The inputs and assumptionsin are
used to calculate a single-cycle solution, which is summarized in

Fig. 22 Single-Effect Ammonia-Water Absorption Cycle
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Tablell Inputsand Assumptionsfor Single-Effect

Ammonia/Water Cycle of |Figure 22

Inputs

Capacity Qevap 1760 kW
High-side pressure Prigh 1461 kPa
Low-side pressure Plow 515 kPa
Absorber exit temperature ty 40.6°C
Generator exit temperature ty 95°C
Rectifier vapor exit temperature t; 55°C
Solution heat exchanger eff. Egx 0.692
Refrigerant heat exchanger eff. €1 0.629

Assumptions

» Steady state

» No pressure changes except through flow restrictors and pump

» Statesat points 1, 4, 8, 11, and 14 are saturated liquid

» States at point 12 and 13 are saturated vapor

* Flow restrictors are adiabatic

» Pumpisisentropic

* No jacket heat losses

» Noliquid carryover from evaporator to absorber

* Vapor leaving generator is at equilibrium temperature of entering
solution stream

Table12 SatePoint Datafor Single-Effect

Ammonia/Water Cycle of

h, m, p, Q, t, X, Fraction
Point  kJ/kg kgls kPa  Fraction °C NH,

1 572 1065 5150 0.0 4056  0.50094
2 560 1065 1461 4084  0.50094
3 896 1065 1461 7821 0.50094
4 1951 909 1461 00 9500  0.41612
5 246 909 1461 5752 0.41612
6 246  9.09 5150 0006 5555  0.41612
7 1349 155 1461 1000 5500  0.99809
8 1783 155 1461 00 37.82  0.99809
9 821 155 1461 1780  0.99809
10 81 155 5150 0049 506  0.99809
1 1216 155 5150 0953 600  0.99809
12 1313 155 5150 1.000 3057  0.99809
13 1429 159 1461 1000 7915  0.99809
14 1204 004 1461 00 7915  0.50094
COP, = 0571 Qevap = 1760 kW

Aty = 724K Qgen = 3083 kW

Aty, = 16.68K Qrhx = 149 KW

€ = 0.629 Qr = 170kw

€ = 0.692 Qshw = 1550 kW
Qabs = 2869 KW W = 124kw

Qcond = 1862.2 kW

NOMENCLATURE FOR EXAMPLES

specific heat at constant pressure
coefficient of performance
local acceleration of gravity
enthalpy, kJkg
irreversibility

irreversibility rate

mass

mass flow, kg/s

pressure

heat energy, kJ

rate of heat flow, kJ/s

ideal gas constant

00T 33 —— @ 819
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S = entropy, kJ/(kg-K)
S = total entropy
t = temperature, °C
T = absolute temperature, K
u = internal energy
w = mechanical or shaft work
' = rate of work, power
v = specific volume, m3kg
\% = velocity of fluid
X = mass fraction (of either lithium bromide or ammonia)
X = vapor quality (fraction)
z = elevation above horizontal reference plane
z = compressibility factor
€ = heat exchanger effectiveness
n = efficiency
p = density, kg/m3
Subscripts
abs = absorber
cond = condenser or cooling mode
cg = condenser to generator
evap = evaporator
fg = fluid to vapor
gen = generator
gh = high-temperature generator
0,0 = reference conditions, usually ambient
p = pump
R = refrigerating or evaporator conditions
sol = solution
rhx = refrigerant heat exchanger
shx = solution heat exchanger
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CHAPTER 2

FLUID FLOW

Fluid Properties
Basic Relations of Fluid Dynamics
Basic Flow Processes
Flow Analysis
Noise from Fluid Flow

LOWING fluids in heating, ventilating, air-conditioning, and

refrigeration systems transfer heat and mass. This chapter intro-
duces the basics of fluid mechanics that are related to HVAC pro-
cesses, reviews pertinent flow processes, and presents a general
discussion of single-phase fluid flow analysis.

FLUID PROPERTIES

Fluids differ from solids in their reaction to shearing. When
placed under shear stress, a solid deforms only a finite amount,
whereas a fluid deforms continuously for as long as the shear is
applied. Both liquids and gases are fluids. Although liquids and
gases differ strongly in the nature of molecular actions, their pri-
mary mechanical differences are in the degree of compressibility
and liquid formation of a free surface (interface).

Fluid motion can usually be described by one of several simpli-
fied modes of action or models. The simplest is the ideal-fluid
model, which assumes no resistance to shearing. Ideal flow analysis
is well developed (Baker 1983, Schlichting 1979, Streeter and
Wylie 1979), and when properly interpreted is valid for a wide range
of applications. Nevertheless, the effects of viscous action may need
to be considered. Most fluids in HVAC applications can be treated
as Newtonian, where the rate of deformation is directly proportional
to the shearing stress. Turbulence complicates fluid behavior, and
viscosity influences the nature of the turbulent flow.

Density

The density p of a fluid is its mass per unit volume. The densities
of air and water at standard indoor conditions of 20°C and 101.325
kPa (sea level atmospheric pressure) are

998 kg/m’

pwater

0. = 120 kg/m’

Viscosity

Viscosity is the resistance of adjacent fluid layers to shear. For
shearing between two parallel plates, each of area A and separated
by distance Y, the tangential force F per unit area required to slide
one plate with velocity V parallel to the other is proportional to V/Y:

F/A = w(V/Y)

where the proportionality factor p is the absolute viscosity or
dynamic viscosity of the fluid. The ratio of the tangential force F to
area A is the shearing stress T, and V/Y is the lateral velocity gra-
dient . In complex flows, velocity and shear stress may
vary across the flow field; this is expressed by the following differ-
ential equation:

The preparation of this chapter is assigned to TC 1.3, Heat Transfer and
Fluid Flow.

2.1

v
MOVING PLATE >

dv

Y a =

| :
FIXED PLATE

A. SIMPLE FLOW OF LINEAR PROFILE

v
Y
_ LM av
~ Ay—0 Ay

x
B. NONLINEAR PROFILE

Fig.1 Velocity Profiles and Gradients in Shear Flows

(C))

The velocity gradient associated with viscous shear for a simple
case involving flow velocity in the x direction but of varying mag-
nitude in the y direction is illustrated in|Figure 1B

Absolute viscosity L depends primarily on temperature. For gases
(except near the critical point), viscosity increases with the square
root of the absolute temperature, as predicted by the kinetic theory.
Liquid viscosity decreases with increasing temperature. Viscosities of
various fluids are given in|Chapter 38

Absolute viscosity has dimensions of force - time/length?. At
standard indoor conditions, the absolute viscosities of water and dry
air are

1.0 mN~s/m2

“‘water

w,;, = 18 uN-s/m”

In fluid dynamics, kinematic viscosity v is the ratio of absolute
viscosity to density:

vV =Wwop

At standard indoor conditions, the kinematic viscosities of water
and dry air are

1.00 x 107 m%ss

water

16 x 10~ m%ss

air

BASIC RELATIONS OF FLUID DYNAMICS

This section considers homogeneous, constant-property, incom-
pressible fluids and introduces fluid dynamic considerations used in
most analyses.
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Continuity

Conservation of matter applied to fluid flow in a conduit requires
that

J.pv dA = constant

where
v = velocity normal to the differential area dA

p = fluid density

Both p and v may vary over the cross section A of the conduit. If
both p and v are constant over the cross-sectional area normal to the
flow, then

m = pVA = constant (2a)

where m is the mass flow rate across the area normal to the flow.
When flow is effectively incompressible, p = constant; in pipeline
and duct flow analyses, the average velocity is then V = (I/A)fvdA.
The continuity relation is

Q = AV = constant (2b)

where Q is the volumetric flow rate. Except when branches occur, Q
is the same at all sections along the conduit.

For the ideal-fluid model, flow patterns around bodies (or in con-
duit section changes) result from displacement effects. An obstruc-
tion in a fluid stream, such as a strut in a flow or a bump on the
conduit wall, pushes the flow smoothly out of the way, so that
behind the obstruction, the flow becomes uniform again. The effect
of fluid inertia (density) appears only in pressure changes.

Pressure Variation Across Flow

Pressure variation in fluid flow is important and can be easily
measured. Variation across streamlines involves fluid rotation (vor-
ticity). Lateral pressure variation across streamlines is given by the
following relation (Bober and Kenyon 1980, Olson 1980, Robert-
son 1965):

bee)-?

where
r = radius of curvature of the streamline

z = elevation

This relation explains the pressure difference found between
the inside and outside walls of a bend and near other regions of
conduit section change. It also states that pressure variation is
hydrostatic (p + pgz = constant) across any conduit where stream-
lines are parallel.

Bernoulli Equation and Pressure Variation along Flow

A basic tool of fluid flow analysis is the Bernoulli relation, which
involves the principle of energy conservation along a streamline.
Generally, the Bernoulli equation is not applicable across stream-
lines. The first law of thermodynamics can be applied to mechanical
flow energies (kinetic and potential) and thermal energies: heat is a
form of energy and energy is conserved.

The change in energy content AE per unit mass of flowing mate-

rial is a result from the work W done on the system plus the heat Q
absorbed:
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AE = W+Q

Fluid energy is composed of kinetic, potential (due to elevation z),
and internal (u) energies. Per unit mass of fluid, the above energy
change relation between two sections of the system is

2

A(%+gz+u) = EM—A(§)+Q

where the work terms are (1) the external work E;; from a fluid
machine (E,, is positive for a pump or blower) and (2) the pressure
or flow work p/p. Rearranging, the energy equation can be written
as the generalized Bernoulli equation:

2
A(%+gz+§)+Au=EM+Q )
The term in parentheses in| Equation (4) is the Bernoulli
constant:
V2
I[; t5+g=B (5)

In cases with no viscous action and no work interaction, B is con-
stant; more generally its change (or lack thereof) is considered in
applying the Bernoulli equation. The terms making up B are fluid
energies (pressure, kinetic, and potential) per mass rate of fluid
flow. Alternative forms of this relation are obtained through multi-
plication by p or division by g:

2
p+P-+pgz = pB (5b)
2
p .,V B
=t —tz == (5¢)
pg 2g 8

The first form involves energies per volume flow rate, or pres-
sures; the second involves energies per mass flow rate, or heads. In
gas flow analysis,[Equation (5b)| is often used with the pgz term
dropped as negligible. should be used when density
variations occur. For liquid flows,[Equation (5¢)|is commonly used.
Identical results are obtained with the three forms if the units are
consistent and the fluids are homogeneous.

Many systems of pipes or ducts and pumps or blowers can be
considered as one-dimensional flow. The Bernoulli equation is then
considered as velocity and pressure vary along the conduit. Analy-
sis is adequate in terms of the section-average velocity V of [Equa-1
[tion (Za] or[(2b)] In the Bernoulli relation [Equations (4)and[(3)], v
isreplaced by V, and variation across streamlines can be ignored; the
whole conduit is now taken as one streamline. Two- and three-
dimensional details of local flow occurrences are still significant,
but their effect is combined and accounted for in factors.

The kinetic energy term of the Bernoulli constant B is expressed
as 0V'%/2, where the kinetic energy factor (o.> 1) expresses the ratio
of the true kinetic energy of the velocity profile to that of the mean
flow velocity.

For laminar flow in a wide rectangular channel, o. = 1.54, and for
laminar flow in a pipe, o = 2.0. For turbulent flow in a duct o = 1.

Heat transfer Q may often be ignored. The change of mechanical
energy into internal energy Au may be expressed as E; . Flow anal-
ysis involves the change in the Bernoulli constant (AB = B, — B)
between stations 1 and 2 along the conduit, and the Bernoulli equa-
tion can be expressed as
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J4 v’ J4 V:
(5+0c7+gz)1 +E) = (5+OL—2— +gz)2+EL (6a)

or, dividing by g, in the form as

2

P 14 _(r V:
(p—g+oc2—g+z)l+HM_(p—g+oc2—g+z)2+HL (6b)

The factors E); and E; are defined as positive, where gH,,; = E,,
represents energy added to the conduit flow by pumps or blowers,
and gH; = E; represents energy dissipated, that is, converted into
heat as mechanically nonrecoverable energy. A turbine or fluid
motor thus has a negative H;, or E,,. For conduit systems with
branches involving inflow or outflow, the total energies must be
treated, and analysis is in terms of mB and not B.

When real-fluid effects of viscosity or turbulence are included,
the continuity relation in[Equation (2b} is not changed, but V must
be evaluated from the integral of the velocity profile, using time-
averaged local velocities.

In fluid flow past fixed boundaries, the velocity at the boundary
is zero and shear stresses are produced. The equations of motion
then become complex and exact solutions are difficult to find,
except in simple cases.

Laminar Flow

For steady, fully developed laminar flow in a parallel-walled
conduit, the shear stress T varies linearly with distance y from the
centerline. For a wide rectangular channel,

where
T,, = wall shear stress = b (dp/ds)
2b = wall spacing

s = flow direction

Because the velocity is zero at the wall (y = b), the integrated
result is

. (M)d_p
U 2u Jds

This is the Poiseuille-flow parabolic velocity profile for a wide
rectangular channel. The average velocity V is two-thirds the max-
imum velocity (at y =0), and the longitudinal pressure drop in terms
of conduit flow velocity is

The parabolic velocity profile can also be derived for the axisym-
metric conduit (pipe) of radius R but with a different constant. The
average velocity is then half the maximum, and the pressure drop
relation is

Turbulence

Fluid flows are generally turbulent, involving random perturba-
tions or fluctuations of the flow (velocity and pressure), character-
ized by an extensive hierarchy of scales or frequencies (Robertson
1963). Flow disturbances that are not random, but have some degree
of periodicity, such as the oscillating vortex trail behind bodies,

2.3
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Fig. 2 Velocity Fluctuation at Point in Turbulent Flow

have been erroneously identified as turbulence. Only flows involv-
ing random perturbations without any order or periodicity are tur-
bulent; the velocity in such a flow varies with time or locale of
measurement [(Figure 2Y.

Turbulence can be quantified by statistical factors. Thus, the
velocity most often used in velocity profiles is the temporal average
velocity v, and the strength of the turbulence is characterized by the
root-mean-square of the instantaneous variation in velocity about
this mean. The effects of turbulence cause the fluid to diffuse
momentum, heat, and mass very rapidly across the flow.

The Reynolds number Re, a dimensionless quantity, gives the
relative ratio of inertial to viscous forces:

Re = VL/v

where

L = characteristic length
v = kinematic viscosity

In flow through round pipes and tubes, the characteristic length
is the diameter D. Generally, laminar flow in pipes can be expected
if the Reynolds number, which is based on the pipe diameter, is less
than about 2300. Fully turbulent flow exists when Rep > 10 000.
Between 2300 and 10000, the flow is in a transition state and pre-
dictions are unreliable. In other geometries, different criteria for the
Reynolds number exist.

BASIC FLOW PROCESSES

Wall Friction

At the boundary of real-fluid flow, the relative tangential veloc-
ity at the fluid surface is zero. Sometimes in turbulent flow studies,
velocity at the wall may appear finite, implying a fluid slip at the
wall. However, this is not the case; the difficulty is in velocity mea-
surement (Goldstein 1938). Zero wall velocity leads to a high shear
stress near the wall boundary and a slowing down of adjacent fluid
layers. A velocity profile develops near a wall, with the velocity
increasing from zero at the wall to an exterior value within a finite
lateral distance.

Laminar and turbulent flow differ significantly in their velocity
profiles. Turbulent flow profiles are flat compared to the more
pointed profiles of laminar flow [(Figure 3)] Near the wall, velocities
of the turbulent profile must drop to zero more rapidly than those of
the laminar profile, so the shear stress and friction are much greater
in the turbulent flow case. Fully developed conduit flow may be
characterized by the pipe factor, which is the ratio of average to
maximum (centerline) velocity. Viscous velocity profiles result in
pipe factors of 0.667 and 0.50 for wide rectangular and axisymmet-
ric conduits.[Figure 4 ndicates much higher values for rectangular
and circular conduits for turbulent flow. Due to the flat velocity pro-
files, the kinetic energy factor o in[Equation (6)|ranges from 1.01 to
1.10 for fully developed turbulent pipe flow.



24

o
©

o
®

ROUGH PIPES |

Average Velocity/Centerline Velocity
o °
@ 3

o
o

Fig. 4 Pipe Factor for Flow in Conduits

Boundary Layer

In most flows, the friction of a bounding wall on the fluid flow is
evidenced by a boundary layer. For flow around bodies, this layer
(which is quite thin relative to distances in the flow direction) encom-
passes all viscous or turbulent actions, causing the velocity in it to
vary rapidly from zero at the wall to that of the outer flow at its edge.
Boundary layers are generally laminar near the start of their forma-
tion but may become turbulent downstream of the transition point
For conduit flows, spacing between adjacent walls is gen-
erally small compared with distances in the flow direction. As a
result, layers from the walls meet at the centerline to fill the conduit.

A significant boundary-layer occurrence exists in a pipeline or
conduit following a well-rounded entrance[(Figure 5)| Layers grow
from the walls until they meet at the center of the pipe. Near the start
of the straight conduit, the layer is very thin (and laminar in all prob-
ability), so the uniform velocity core outside has a velocity only
slightly greater than the average velocity. As the layer grows in
thickness, the slower velocity near the wall requires a velocity
increase in the uniform core to satisfy continuity. As the flow pro-
ceeds, the wall layers grow (and the centerline velocity increases)
until they join, after an entrance length L,. Application of the Ber-
noulli relation of to the core flow indicates a decrease
in pressure along the Jayer. Ross (1956) shows that although the
entrance length L, is many diameters, the length in which the pres-
sure drop significantly exceeds those for fully developed flow is on
the order of 10 diameters for turbulent flow in smooth pipes.

In more general boundary-layer flows, as with wall layer devel-
opment in a diffuser or for the layer developing along the surface of
a strut or turning vane, pressure gradient effects can be severe and
may even lead to separation. The development of a layer in an
adverse-pressure gradient situation (velocity v, atedge y = d of layer
decreasing in flow direction) with separation is shown in[Figure 6.
Downstream from the separation point, fluid backflows near the
wall. Separation is due to frictional velocity (thus local kinetic
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energy) reduction near the wall. Flow near the wall no longer has
energy to move into the higher pressure imposed by the decrease in
v, at the edge of the layer. The locale of this separation is difficult to
predict, especially for the turbulent boundary layer. Analyses verify
the experimental observation that a turbulent boundary layer is less
subject to separation than a laminar one because of its greater
kinetic energy.

Flow Patterns with Separation

In technical applications, flow with separation is common and
often accepted if it is too expensive to avoid. Flow separation may
be geometric or dynamic. Dynamic separation is shown in[Figure 6]
Geometric separation nd BYresults when a fluid stream
passes over a very sharp corner, as with an orifice; the fluid gener-
ally leaves the corner irrespective of how much its velocity has been
reduced by friction.

For geometric separation in orifice flow the outer
streamlines separate from the sharp corners and, because of fluid
inertia, contract to a section smaller than the orifice opening, the
vena contracta, with a limiting area of about six-tenths of the ori-
fice opening. After the vena contracta, the fluid stream expands
rather slowly through turbulent or laminar interaction with the fluid
along its sides. Outside the jet, fluid velocity is small compared to
that in the jet. Turbulence helps spread out the jet, increases the
losses, and brings the velocity distribution back to a more uniform
profile. Finally, at a considerable distance downstream, the velocity
profile returns to the fully developed flow of

Other geometric separations[(Figure 8) occur at a sharp entrance
to a conduit, at an inclined plate or damper in a conduit, and at a
sudden expansion. For these, a vena contracta can be identified; for
sudden expansion, its area is that of the upstream contraction. Ideal-
fluid theory, using free streamlines, provides insight and predicts
contraction coefficients for valves, orifices, and vanes (Robertson
1965). These geometric flow separations are large loss-producing
devices. To expand a flow efficiently or to have an entrance with
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minimum losses, the device should be designed with gradual con-
tours, a diffuser, or a rounded entrance.

Flow devices with gradual contours are subject to separation that
is more difficult to predict, because it involves the dynamics of
boundary layer growth under an adverse pressure gradient rather
than flow over a sharp corner. In a diffuser, which is used to reduce
the loss in expansion, it is possible to expand the fluid some distance
at a gentle angle without difficulty (particularly if the boundary
layer is turbulent). Eventually, separation may occur[(Figure 9)]
which is frequently asymmetrical because of irregularities. Down-
stream flow involves flow reversal (backflow) and excess losses
exist. Such separation is termed stall (Kline 1959). Larger area
expansions may use splitters that divide the diffuser into smaller
divisions less likely to have separations (Moore and Kline 1958).
Another technique for controlling separation is to bleed some low-
velocity fluid near the wall (Furuya et al. 1976). Alternatively,
Heskested (1965, 1970) shows that suction at the corner of a sudden
expansion has a strong positive effect on geometric separation.

Drag Forces on Bodies or Struts

Bodies in moving fluid streams are subjected to appreciable fluid
forces or drag. Conventionally expressed in coefficient form, drag
forces on bodies can be expressed as

D = CppAV?/2 ©)

where A is the projected (normal to flow) area of the body. The drag
coefficient C, depends on the body’s shape and angularity and on
the Reynolds number of the relative flow in terms of the body’s
characteristic dimension.

For Reynolds numbers of 103 to above 10°, the Cp, of most
bodies is constant due to flow separation, but above 105, the Cpof
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Fig. 9 Separation in Flow in Diffuser
Table 1 Drag Coefficients
Body Shape 10<Re<2x105  Re>3x10°
Sphere 0.36 to 0.47 ~0.1
Disk 1.12 1.12
Streamlined strut 0.1t00.3 <0.1
Circular cylinder 1.0to 1.1 0.35
Elongated rectangular strut 1.0to 1.2 1.0t0 1.2
Square strut ~2.0 ~2.0

rounded bodies drops suddenly as the surface boundary layer

undergoes transition to turbulence. Typical Cj, values are given in
Hoerner (1965) gives expanded values.

For a strut crossing a conduit, the contribution to the loss of
Equation (6b) is

2

AV
-l NE)
L D
A N2g
where
A, = conduit cross-sectional area
A = area of the strut facing the flow
Cavitation

Liquid flow with gas- or vapor-filled pockets can occur if the
absolute pressure is reduced to vapor pressure or less. In this case,
a cavity or series of cavities forms, because liquids are rarely pure
enough to withstand any tensile stressing or pressures less than
vapor pressure for any length of time (John and Haberman 1980,
Knapp et al. 1970, Robertson and Wislicenus 1969). Robertson and
Wislicenus (1969) indicate significant occurrences in various tech-
nical fields, chiefly in hydraulic equipment and turbomachines.

Initial evidence of cavitation is the collapse noise of many small
bubbles that appear initially as they are carried by the flow into
regions of higher pressure. The noise is not deleterious and serves as
a warning of the occurrence. As flow velocity further increases or
pressure decreases, the severity of cavitation increases. More bub-
bles appear and may join to form large fixed cavities. The space they
occupy becomes large enough to modify the flow pattern and alter
performance of the flow device. Collapse of the cavities on or near
solid boundaries becomes so frequent that the cumulative impact in
time results in damage in the form of cavitational erosion of the sur-
face or excessive vibration. As a result, pumps can lose efficiency or
their parts may erode locally. Control valves may be noisy or seri-
ously damaged by cavitation.

Cavitation in orifice and valve flow is indicated in[Figure 10]
With high upstream pressure and a low flow rate, no cavitation
occurs. As pressure is reduced or flow rate increased, the minimum
pressure in the flow (in the shear layer leaving the edge of the ori-
fice) eventually approaches vapor pressure. Turbulence in this layer
causes fluctuating pressures below the mean (as in vortex cores) and
small bubble-like cavities. These are carried downstream into the
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Fig. 10 Cavitation in Flows in Orifice or Valve

region of pressure regain where they collapse, either in the fluid or
on the wall[(Figure 10A)] As the pressure is reduced, more vapor- or
gas-filled bubbles result and coalesce into larger ones. Eventually, a
single large cavity results that collapses further downstream
The region of wall damage is then as many as 20 diameters
downstream from the valve or orifice plate.

Sensitivity of a device to cavitation occurrence is measured by
the cavitation index or cavitation number, which is the ratio of the
available pressure above vapor pressure to the dynamic pressure of
the reference flow:

2(p,-p,)
5 o 2WPo=py

an
PV,

where p,, is the vapor pressure, and the subscript o refers to appro-
priate reference conditions. Valve analyses use such an index in
order to determine when cavitation will affect the discharge coeffi-
cient (Ball 1957).With flow-metering devices such as orifices, ven-
turis, and flow nozzles, there is little cavitation, because it occurs
mostly downstream of the flow regions involved in establishing the
metering action.

The detrimental effects of cavitation can be avoided by operating
the liquid-flow device at high enough pressures. When this is not
possible, the flow must be changed or the device must be built to
withstand cavitation effects. Some materials or surface coatings are
more resistant to cavitation erosion than others, but none is immune.
Surface contours can be designed to delay the onset of cavitation.

Nonisothermal Effects

When appreciable temperature variations exist, the primary fluid
properties (density and viscosity) are no longer constant, as usually

VELOCITY ———

I | 1 1 | | ]
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Curve B:y = Constant
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Fig. 11 Effect of Viscosity Variation on Velocity
Profile of Laminar Flow in Pipe

assumed, but vary across or along the flow. The Bernoulli equation
in the form of through [5¢)| must be used, because
volumetric flow is not constant. With gas flows, the thermodynamic
process involved must be considered. In general, this is assessed in

applying [Equation (5a)] written in the following form:

2
o, V., _
jp+2+gz_B (12)

Effects of viscosity variations also appear. With nonisothermal
laminar flow, the parabolic velocity profile is no longer
valid. For gases, viscosity increases as the square root of absolute
temperature, and for liquids, it decreases with increasing tempera-
ture. This results in opposite effects.

For fully developed pipe flow, the linear variation in shear stress
from the wall value T, to zero at the centerline is independent of the
temperature gradient. In the section on Laminar Flow, T is defined as
T=(y/b)1,,, where y is the distance from the centerline and 25 is the
wall spacing. For pipe radius R = D/2 and distance from the wall y
= R — r (see[Figure 1)), then T =T, (R — y)/R. Then, solving
tion (1) For the change in velocity gives

13)

When the fluid has a lower viscosity near the wall than at the
center (due to external heating of liquid or cooling of gas via heat
transfer through the pipe wall), the velocity gradient is steeper near
the wall and flatter near the center, so the profile is generally flat-
tened. When liquid is cooled or gas is heated, the velocity profile
becomes more pointed for laminar flow [Figure 11). Calculations
were made for such flows of gases and liquid metals in pipes
(Deissler 1951). Occurrences in turbulent flow are less apparent. If
enough heating is applied to gaseous flows, the viscosity increase
can cause reversion to laminar flow.
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Buoyancy effects and gradual approach of the fluid temperature
to equilibrium with that outside the pipe can cause considerable
variation in the velocity profile along the conduit. Thus, Colborne
and Drobitch (1966) found the pipe factor for upward vertical flow
of hot air at a Reynolds number less than 2000 reduced to about 0.6
at 40 diameters from the entrance, then increased to about 0.8 at 210
diameters, and finally decreased to the isothermal value of 0.5 at the
end of 320 diameters.

Compressibility

All fluids are compressible to some degree; their density depends
on the pressure. Steady liquid flow may ordinarily be treated as
incompressible, and incompressible flow analysis is satisfactory for
gases and vapors at velocities below about 20 to 40 m/s, except in
long conduits.

For liquids in pipelines, if flow is suddenly stopped, a severe
pressure surge or water hammer is produced that travels along the
pipe at the speed of sound in the liquid. This pressure surge alter-
nately compresses and decompresses the liquid. For steady gas
flows in long conduits, a decrease in pressure along the conduit can
reduce the density of the gas significantly enough to cause the
velocity to increase. If the conduit is long enough, velocities
approaching the speed of sound are possible at the discharge end,
and the Mach number (the ratio of the flow velocity to the speed of
sound) must be considered.

Some compressible flows occur without heat gain or loss (adia-
batically). If there is no friction (conversion of flow mechanical
energy into internal energy), the process is reversible as well. Such
a reversible adiabatic process is called isentropic, and follows the
relationship

k
p/p = constant

k

C],/Cv

where k, the ratio of specific heats at constant pressure and volume,
has a value of 1.4 for air and diatomic gases.

The Bernoulli equation of steady flow, Equation (12)] as an inte-

gral of the ideal-fluid equation of motion along a streamline, then
becomes

2
J.%—) + V? = constant (14)

where, as in most compressible flow analyses, the elevation terms
involving z are insignificant and are dropped.

For a frictionless adiabatic process, the pressure term has the

form
dp k (Pz Pl)
dp _ & (T2 71 (15)
JTP k=1\p, p,

Then, between stations 1 and 2 for the isentropic process,

Tl

1

Equation (16)|replaces the Bernoulli equation for compressible

flows and may be applied to the stagnation point at the front of a
body. With this point as station 2 and the upstream reference flow

ahead of the influence of the body as station 1, V, =0. Solving

[tion (T6) for p, gives

2.7

k/(k=1)

Py =D, =P, 1+(k_—_1)81.‘ﬁ (17)
2 ) kp,

where p, is the stagnation pressure.
Because kp/p is the square of the acoustic velocity a and the
Mach number M = V/a, the stagnation pressure relation becomes

k/(k=1)
Py = Pl{l +(’i§1)Mﬂ (18)

For Mach numbers less than one,

2
_ PV My oy
R 1+—4—+(-——24)M1+,.. (19)

When M = 0,[Equation (19)]reduces to the incompressible flow
result obtained from Appreciable differences appear
when the Mach number of the approaching flow exceeds 0.2. Thus
a pitot tube in air is influenced by compressibility at velocities over
about 66 m/s.

Flows through a converging conduit, as in a flow nozzle, venturi,
or orifice meter, also may be considered isentropic. Velocity at the
upstream station 1 is negligible. From velocity at the

downstream station is

) I A

The mass flow rate is

V, =

m = V,Ayp, =

2%k 2/k (k+1)/k
A ,:(plpl){(”—z) -(%2) } @
P P

The corresponding incompressible flow relation is

m;, = AgP«/2AP/P = AQA/ 2p(py—py) (22)

The compressibility effect is often accounted for in the expan-
sion factor Y:

m = Ym;, = A,Y [ 2p(p,—p,) (23)

Y is 1.00 for the incompressible case. For air (k = 1.4), a Y value
of 0.95 is reached with orifices at p,/p; = 0.83 and with venturis at
about 0.90, when these devices are of relatively small diameter
(D,/D; less than 0.5).

As p,/p, decreases, the flow rate increases, but more slowly than
for the incompressible case because of the nearly linear decrease in
Y. However, the downstream velocity reaches the local acoustic
value and the discharge levels off at a value fixed by upstream pres-
sure and density at the critical ratio:

P2

2 \K/(k-1)
5 = ( ) = 0.53 for air 24)
1

k+1

c

At higher pressure ratios than critical, choking (no increase in flow
with decrease in downstream pressure) occurs and is used in some
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flow control devices to avoid flow dependence on downstream
conditions.

FLOW ANALYSIS

Fluid flow analysis is used to correlate pressure changes with
flow rates and the nature of the conduit. For a given pipeline, either
the pressure drop for a certain flow rate, or the flow rate for a certain
pressure difference between the ends of the conduit, is needed. Flow
analysis ultimately involves comparing a pump or blower to a con-
duit piping system for evaluating the expected flow rate.

Generalized Bernoulli Equation

Internal energy differences are generally small and usually the
only significant effect of heat transfer is to change the density p. For
gas or vapor flows, use the generalized Bernoulli equation in the
pressure-over-density form of[Equation (6a)] allowing for the ther-

modynamic process in the pressure-density relation:

5 2 2

dp Vi Vs
I—+0c——+E =0, =+E (25a)
1p 12 M 22 L

The elevation changes involving z are often negligible and are
dropped. The pressure form of] is generally unaccept-
able when appreciable density variations occur, because the volu-
metric flow rate differs at the two stations. This is particularly
serious in friction-loss evaluations where the density usually varies
over considerable lengths of conduit (Benedict and Carlucci 1966).

When the flow is essentially incompressible,|Equation (25a)|is sat-

isfactory.

Example 1. Specify the blower to produce an isothermal airflow of 200 L/s
through a ducting system (Figure 12)} Accounting for intake and fitting
losses, the equivalent conduit lengths are 18 and 50 m and the flow is
isothermal. The pressure at the inlet (station 1) and following the dis-
charge (station 4), where the velocity is zero, is the same. The frictional
losses H; are evaluated as 7.5 m of air between stations 1 and 2, and
72.3 m between stations 3 and 4.

Solution: The following form of the generalized Bernoulli relation is

used in place of|[Equation (25a}, which also could be used:

2
(py/p18)+04(Vi/2¢8) +z, +Hy,

= (py/Pag) + 0y(Va/28) + 2y + H, (25b)

The term V12/ 2g can be calculated as follows:

200 mm

® —o061m
250mm
Y

WT// Qiiddl il

{

. @QA/ ®

< >

Fig. 12 Blower and Duct System for Example 1
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2 2
A = n(Q) - n(o—'gi(—)) = 0.0491 m”

2 2
0.200
Vi = Q/A) = goos =407 m/s

V12/2g = (4.07) /2(9.8) = 0.846 m

The term V2/ 2 g can be calculated in a similar manner.

In H,, is evaluated by applying the relation
between any two points on opposite sides of the blower. Because condi-
tions at stations 1 and 4 are known, they are used, and the location-
specifying subscripts on the right side of are changed to
4. Note that p; =p, =p, p;=p4=p, and V| =V, = 0. Thus,

(p/pg)+0+0.61+Hy, = (p/pg)+0+3+(7.5+72.3)

s0 Hy, = 82.2 m of air. For standard air (p = 1.20 kg/m3), this corre-
sponds to 970 Pa.

The pressure difference measured across the blower (between sta-
tions 2 and 3), is often taken as the H,,. It can be obtained by calculat-
ing the static pressure at stations 2 and 3. Applying|Equation (25b)|
successively between stations 1 and 2 and between 3 and 4 gives

(p,/pg)+0+0.61+0 = (p,/pg)+(1.06x0.846) + 0 +7.5

(p3/pg) +(1.03x2.07)+0+0 = (py/pg) +0+3+723
where o just ahead of the blower is taken as 1.06, and just after the
blower as 1.03; the latter value is uncertain because of possible uneven

discharge from the blower. Static pressures p; and p, may be taken as
zero gage. Thus,

—7.8 m of air

Py/pg
p3/pg = 73.2 mof air

The difference between these two numbers is 81 m, which is not the
H,, calculated after[ Equation (25b)]as 82.2 m. The apparent discrep-
ancy results from ignoring the velocity at stations 2 and 3. Actually,
H,, is the following:

(py/P8) + 03 (V3/28) ~ [(py/pg) + 0y (V3/28)]
732+ (1.03 X 2.07) — [-7.8 + (1.06 X 0.846)]
753 -(-6.9) = 82.2 m

Hy

The required blower energy is the same, no matter how it is evalu-
ated. It is the specific energy added to the system by the machine. Only
when the conduit size and velocity profiles on both sides of the
machine are the same is E), or Hy, simply found from Ap = p; — p,.

Conduit Friction
The loss term E; or H; of|[Equation (6a)for accounts for fric-

tion caused by conduit-wall shearing stresses and losses from con-
duit-section changes. H; is the loss of energy per unit weight (J/N)
of flowing fluid.

In real-fluid flow, a frictional shear occurs at bounding walls,
gradually influencing the flow further away from the boundary. A
lateral velocity profile is produced and flow energy is converted
into heat (fluid internal energy), which is generally unrecoverable
(a loss). This loss in fully developed conduit flow is evaluated
through the Darcy-Weisbach equation:

2

e

where L is the length of conduit of diameter D and f'is the friction
factor. Sometimes a numerically different relation is used with the
Fanning friction factor (one-quarter of f ). The value of fis nearly
constant for turbulent flow, varying only from about 0.01 to 0.05.
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Fig. 13 Relation Between Friction Factor and Reynolds Number
(Moody 1944)

For fully developed laminar-viscous flow in a pipe, the loss is

e\/aluated frOm m as fOllOWS:
( )
D

( I

where Re = VD/v and f= 64/Re. Thus, for laminar flow, the
friction factor varies inversely with the Reynolds number.

With turbulent flow, friction loss depends not only on flow con-
ditions, as characterized by the Reynolds number, but also on the
nature of the conduit wall surface. For smooth conduit walls, empir-
ical correlations give

L
P8

_3R2LVV 64

ng VD/v

(HL)f =

SuV) @7

R2

f= 0'332? for Re < 10° (282)
Re™
£=00032+ 2221 40105 <Re<3x 10° (28b)
Re().237

Generally, falso depends on the wall roughness €. The variation
is complex and best expressed in chart form (Moody 1944) as

shown in [Figure 13 Inspection indicates that, for high Reynolds
numbers and relative roughness, the friction factor becomes inde-
pendent of the Reynolds number in a fully-rough flow regime. Then

1

Jf

1.14 + 2 log (D/¢) (29a)

Values of fbetween the values for smooth tubes and those for the
fully-rough regime are represented by Colebrook’s natural rough-
ness function:

1

9.3

= 1.14+2 log (D/¢) -2 log [1 PN B
Re(e/D)Jf

} (29b)

A transition region appears in Figure 13|for Reynolds numbers
between 2000 and 10 000. Below this critical condition, for smooth

walls, is used to determine f; above the critical con-
dition, [Equation (28b)lis used. For rough walls,|Figure 13 or
[fion (Z9b)must be used to assess the friction factor in turbulent flow.
To do this, the roughness height €, which may increase with conduit
use or aging, must be evaluated from the conduit surface [Table 2)
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Table 2 Effective Roughness of Conduit Surfaces

Material g, ft
Commercially smooth brass, lead, copper, or plastic pipe 0.000005
Steel and wrought iron 0.00015
Galvanized iron or steel 0.0005
Cast iron 0.00085

Although the preceding discussion has focused on circular pipes
and ducts, air ducts are often rectangular in cross section. The equiv-
alent circular conduit corresponding to the noncircular conduit must
be found before|Figure 13 jor[Equations (28)] or can be used.
Based on turbulent flow concepts, the equivalent diameter is
determined by

D,, = 4A/P, (30)
where
A = flow area
P,, = wetted perimeter of the cross section

For turbulent flow, D,, is substituted for D in [Equation (26)and
the Reynolds number definition in Esquation (27)| Noncircular duct
friction can be evaluated to within 5% for all except very extreme
cross sections. A more refined method for finding the equivalent
circular duct diameter is given in With laminar flow, the
loss predictions may be off by a factor as large as two.

Section Change Effects and Losses

Valve and section changes (contractions, expansions and diffus-
ers, elbows or bends, tees), as well as entrances, distort the fully
developed velocity profiles [(Figure 3)| and introduce extra flow
losses (dissipated as heat) into pipelines or duct systems. Valves
produce such extra losses to control flow rate. In contractions and
expansions, flow separation as shown in[Figures 8 hnd[0lcauses the
extra loss. The loss at rounded entrances develops as the flow accel-
erates to higher velocities. The resulting higher velocity near the
wall leads to wall shear stresses greater than those of fully devel-
oped flow[(Figure 5)] In flow around bends, the velocity increases
along the inner wall near the start of the bend. This increased veloc-
ity creates a secondary motion, which is a double helical vortex pat-
tern of flow downstream from the bend. In all these devices, the
disturbance produced locally is converted into turbulence and
appears as a loss in the downstream region.

The return of disturbed flow to a fully developed velocity profile
is quite slow. Ito (1962) showed that the secondary motion follow-
ing a bend takes up to 100 diameters of conduit to die out but the
pressure gradient settles out after 50 diameters.

With laminar flow following a rounded entrance, the entrance
length depends on the Reynolds number:

L,/D=0.06 Re (31)

At Re = 2000, a length of 120 diameters is needed to establish
the parabolic profile. The pressure gradient reaches the devel-
oped value of much sooner. The extra drop is
1.2V?/2g; the change in profile from uniform to parabolic results
in a drop of 1.0V?/2g (since a = 2.0), and the rest is due to excess
friction. With turbulent flow, 80 to 100 diameters following the
rounded entrance are needed for the velocity profile to become
fully developed, but the friction loss per unit length reaches a
value close to that of the fully developed flow value more
quickly. After six diameters, the loss rate at a Reynolds number
of 10° is only 14% above that of fully developed flow in the
same length, while at 107, it is only 10% higher (Robertson
1963). For a sharp entrance, the flow separation[(Figure 8)lcauses
a greater disturbance, but fully developed flow is achieved in
about half the length required for a rounded entrance. With
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sudden expansion, the pressure change settles out in about eight
times the diameter change (D, = D), while the velocity profile
takes at least a 50% greater distance to return to fully developed
pipe flow (Lipstein 1962).

These disturbance effects are assumed compressed (in the flow
direction) into a point, and the losses are treated as locally occur-
ring. Such a loss is related to the velocity by the fitting loss coeffi-
cient K:

2

Loss of section = K(Y— ) (32)
2¢g

and the Pipe Friction Manual (Hydraulic Institute
1961) have information for pipe applications [Chapter 34]gives infor-
mation for airflow. The same type of fitting in pipes and ducts may
give a different loss, because flow disturbances are controlled by the
detailed geometry of the fitting. The elbow of a small pipe may be a
threaded fitting that differs from a bend in a circular duct. For 90
screw-fitting elbows, K is about 0.8 (Ito 1962), whereas smooth
flanged elbows have a K as low as 0.2 at the optimum curvature.

[Table 3 Jgives a list of fitting loss coefficients. These values indi-
cate the losses, but there is considerable variance. Expansion flows,
such as from one conduit size to another or at the exit into a room or
reservoir, are not included. For such occurrences, the Borda loss pre-
diction (from impulse-momentum considerations) is appropriate:

2 2
(V= V) _&(1 Al)Z

e v Ly (33)

Loss at expansion =

Such expansion loss is reduced by avoiding or delaying separa-
tion using a gradual diffuser|[(Figure 9)] For a diffuser of about 7°
total angle, the loss is minimal, about one-sixth that given by
The diffuser loss for total angles above 45 to 60° exceeds
that of the sudden expansion, depending somewhat on the diameter
ratio of the expansion. Optimum design of diffusers involves many
factors; excellent performance can be achieved in short diffusers
with splitter vanes or suction. Turning vanes in miter bends produce
the least disturbance and loss for elbows; with careful design, the
loss coefficient can be reduced to as low as 0.1.

For losses in smooth elbows, Ito (1962) found a Reynolds num-
ber effect (K slowly decreasing with increasing Re) and a minimum
loss at a bend curvature (bend radius to diameter ratio) of 2.5. At this
optimum curvature, a 45° turn had 63%, and a 180° turn approxi-
mately 120%, of the loss of a 90° bend. The loss does not vary lin-
early with the turning angle because secondary motion occurs.

Use of coefficient K presumes its independence of the Reynolds
number. Crane Co. (1976) found a variation with the Reynolds num-
ber similar to that of the friction factor; Kittridge and Rowley (1957)
observed it only with laminar flow. Assuming that K varies with Re
similarly to f, it is convenient to represent fitting losses as adding to
the effective length of uniform conduit. The effective length of a
fitting is then

Ly/D = K/f,, (34)

where f, is an appropriate reference value of the friction factor.
Deissler (1951) uses 0.028, and the air duct values in are
based on an f,,-of about 0.02. For rough conduits, appreciable errors
can occur if the relative roughness does not correspond to that used
when f,,r was fixed. It is unlikely that the fitting losses involving
separation are affected by pipe roughness. The effective length
method for fitting loss evaluation is still useful.

When a conduit contains a number of section changes or fittings,
the values of K are added to the fL/D friction loss, or the Leﬁc/D of
the fittings are added to the conduit length L/D for evaluating the
total loss H; . This assumes that each fitting loss is fully developed
and its disturbance fully smoothed out before the next section
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change. Such an assumption is frequently wrong, and the total loss
can be overestimated. For elbow flows, the total loss of adjacent
bends may be over or underestimated. The secondary flow pattern
following an elbow is such that when one follows another, perhaps
in a different plane, the secondary flow of the second elbow may
reinforce or partially cancel that of the first. Moving the second
elbow a few diameters can reduce the total loss (from more than
twice the amount) to less than the loss from one elbow. Screens or
perforated plates can be used for smoothing velocity profiles (Wile
1947) and flow spreading. Their effectiveness and loss coefficients
depend on their amount of open area (Baines and Peterson 1951).

Compressible Conduit Flow

When friction loss is included, as it must be except for a very
short conduit, the incompressible flow analysis previously consid-
ered applies until the pressure drop exceeds about 10% of the initial
pressure. The possibility of sonic velocities at the end of relatively
long conduits limits the amount of pressure reduction achieved. For
an inlet Mach number of 0.2, the discharge pressure can be reduced
to about 0.2 of the initial pressure; for an inflow at M = 0.5, the dis-
charge pressure cannot be less than about 0.45p, in the adiabatic
case and about 0.6p; in isothermal flow.

Analysis of such conduit flow must treat density change, as eval-
uated from the continuity relation in, with the frictional
occurrences evaluated from wall roughness and Reynolds number
correlations of incompressible flow (Binder 1944). In evaluating
valve and fitting losses, consider the reduction in K caused by com-
pressibility (Benedict and Carlucci 1966). Although the analysis
differs significantly, isothermal and adiabatic flows involve essen-
tially the same pressure variation along the conduit, up to the limit-
ing conditions.

Control Valve Characterization

Control valves are characterized by a discharge coefficient C,,.
As long as the Reynolds number is greater than 250, the orifice
equation holds for liquids:

Q= C,A N 2AP/p (35)
where

A, = area of orifice opening
P = absolute pressure

The discharge coefficient is about 0.63 for sharp-edged configu-
rations and 0.8 to 0.9 for chamfered or rounded configurations. For

gas flows at pressure ratios below the choking critical

[29)], the mass rate of flow is
. P P P p\(k=1)/k
m= C,A cl( ”]/—4 1—(—)
13 E P, P,
where

Cy = J2k/R(k-1)
k = ratio of specific heats at constant pressure and volume
R = gas constant
T = absolute temperature
u, d = subscripts referring to upstream and downstream positions

(36)

Incompressible Flow in Systems

Flow devices must be evaluated in terms of their interaction with
other elements of the system, for example, the action of valves in
modifying flow rate and in matching the flow-producing device
(pump or blower) with the system loss. Analysis is via the general
Bernoulli equation and the loss evaluations noted previously.

2.11

A valve regulates or stops the flow of fluid by throttling. The
change in flow is not proportional to the change in area of the valve
opening. [Figures 14 hnd [[3ndicate the nonlinear action of valves in
controlling flow. [Figure 14 khows a flow in a pipe discharging water
from a tank that is controlled by a gate valve. The fitting loss coeffi-
cient K values are those of[Table 33 the friction factor fis 0.027. The
degree of control also depends on the conduit L/D ratio. For a rela-
tively long conduit, the valve must be nearly closed before its high K
value becomes a significant portion of the loss [Figure 13 shows a con-
trol damper (essentially a butterfly valve) in a duct discharging air
from a plenum held at constant pressure. With a long duct, the damper
does not affect the flow rate until it is about one-quarter closed. Duct
length has little effect when the damper is more than half closed. The
damper closes the duct totally at the 90° position (K = o).

Flow in a system (pump or blower and conduit with fittings)
involves interaction between the characteristics of the flow-produc-
ing device (pump or blower) and the loss characteristics of the
pipeline or duct system. Often the devices are centrifugal, in which
case the pressure produced decreases as the flow increases, except
for the lowest flow rates. System pressure required to overcome
losses increases roughly as the square of the flow rate. The flow rate
of a given system is that where the two curves of pressure versus
flow rate intersect (point 1 in [Figure 16]. When a control valve (or
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Table 3 Fitting Loss Coefficients of Turbulent Flow
K = Ap/pg
Fitting Geometry v¥ag
Entrance Sharp 0.50
Well-rounded 0.05
Contraction Sharp (D,/Dy =0.5) 0.38
90° Elbow Miter 1.3
Short radius 0.90
Long radius 0.60
Miter with turning vanes 0.2
Globe valve Open 10
Angle valve Open 5
Gate valve Open 0.19 to 0.22
75% open 1.10
50% open 3.6
25% open 28.8
Any valve Closed oo
Tee Straight through flow 0.5
Flow through branch 1.8

PRESSURE

FLOW RATE

Fig. 16 Matching of Pump or Blower to
System Characteristics

damper) is partially closed, it increases the losses and reduces the
flow (point 2 in [Figure 16). For cases of constant pressure, the flow
decrease due to valving is not as great as that indicated in|Figures 14

and

Flow Measurement

The general principles noted (the continuity and Bernoulli equa-
tions) are basic to most fluid-metering devices| Chapter 14|has fur-
ther details.

The pressure difference between the stagnation point (total pres-
sure) and that in the ambient fluid stream (static pressure) is used to
give a point velocity measurement. The flow rate in a conduit is
measured by placing a pitot device at various locations in the cross
section and spatially integrating the velocity profile found. A single
point measurement may be used for approximate flow rate evalua-
tion. When the flow is fully developed, the pipe-factor information
of an be used to estimate the flow rate from a centerline
measurement. Measurements can be made in one of two modes.
With the pitot-static tube, the ambient (static) pressure is found
from pressure taps along the side of the forward-facing portion of
the tube. When this portion is not long and slender, static pressure
indication will be low and velocity indication high; as a result, a
tube coefficient less than unity must be used. For parallel conduit
flow, wall piezometers (taps) may take the ambient pressure, and
the pitot tube indicates the impact (total pressure).
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Fig. 17 Differential Pressure Flowmeters

The venturi meter, flow nozzle, and orifice meter are flow rate
metering devices based on the pressure change associated with rel-
atively sudden changes in conduit section area The
elbow meter (also shown in[Figure 17)]is another differential pres-
sure flowmeter. The flow nozzle is similar to the venturi in action,
but does not have the downstream diffuser. For all these, the flow
rate is proportional to the square root of the pressure difference
resulting from fluid flow. With the area change devices (venturi,
flow nozzle, and orifice meter), a theoretical flow rate relation is
found by applying the Bernoulli and continuity equations in
[fions (6)]and [2)Ibetween stations 1 and 2:

nd® [ 2Ap

OQheor = 1 (37
! 4\ p(1- Y

where B = d/D = ratio of throat (or orifice) diameter to conduit
diameter.

The actual flow rate through the device can differ because the
approach flow kinetic energy factor o deviates from unity and
because of small losses. More significantly, the jet contraction of

orifice flow is neglected in deriving|Equation (37}, to the extent that

it can reduce the effective flow area by a factor of 0.6. The effect of
all these factors can be combined into the discharge coefficient C,:

2Ap

=P (38)
p(1-pY

nd2
Q = Cthheor = Cd(T)

Sometimes an alternate coefficient is used of the form
G
J1-p*

For compressible fluid metering, the expansion factor Y as

described by must be included, and the mass flow rate is
2
. nd 2pA
m = Cdecheor = CdY 1 =br (39)
4 1— B4

Values of Y depend primarily on the pressure ratio p,/p;, and also
on the metering device and k value of the particular gas.

The general mode of variation in C, for orifices and venturis is
indicated in[Figure 18]as a function of Reynolds number and, to a
lesser extent, diameter ratio 3. For Reynolds numbers less than 10,
the coefficient varies as +/Re.

The elbow meter employs the pressure difference between inside
and outside the bend as the metering signal (Murdock et al. 1964).
A momentum analysis gives the flow rate as

2
D" | R (2Ap
Qiheor = 4 55(7;) (40)

where R is the radius of curvature of the bend. Again, a discharge
coefficient C, is needed; as in|Figure 18,|this drops off for the lower
Reynolds numbers (below 10%). These devices are calibrated in pipes
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Fig. 18 Flowmeter Coefficients

with fully developed velocity profiles, so they must be located far
enough downstream of sections that modify the approach velocity.

Unsteady Flow

Conduit flows are not always steady. In a compressible fluid, the
acoustic velocity is usually high and the conduit length is rather
short, so the time of signal travel is negligibly small. Even in the
incompressible approximation, system response is not instanta-
neous. If a pressure difference Ap is applied between the conduit
ends, the fluid mass must be accelerated and wall friction overcome,
so a finite time passes before the steady flow rate corresponding to
the pressure drop is achieved.

The time it takes for an incompressible fluid in a horizontal con-
stant-area conduit of length L to achieve steady flow may be esti-
mated by using the unsteady flow equation of motion with wall
friction effects included. On the quasi-steady assumption, friction is

given by|Equation (26); also by continuity, V is constant along the

conduit. The occurrences are characterized by the relation
av (1\dp fv?
— =+ = 41
6 (p)ds+2D 0 “h
where
0 = time

s = distance in the flow direction

Since a certain Ap is applied over the conduit length L,

av _ap [V
do ~ pL 2D “2)
For laminar flow, f is given by Equation (27)} and
av_ S _MV_ 4 _py @3)
do  pL pD

can be rearranged and integrated to yield the time

to reach a certain velocity:

9= -[de = [V _ —éln(A—BV) (44)

A-BV

and

2.13
2
= Ap( D\ _pL (—32_"9)
v== (32u)[1 e e J (45a)
For long times (0 — <o), this indicates steady velocity as
2 2
_ A (D) _ éﬂ(&)
Ve = L(32u) T L\8u (45b)
as by [Equation (8)] Then, [Equation (45a)|becomes
-f£.V_ 0
V=V _pL (f___ww) (46)
{1 Ap exp D
where
64v
fe VD

The general nature of velocity development for starting-up flow
is derived by more complex techniques; however, the temporal
variation is as given above. For shutdown flow (steady flow with

Ap =0 at © > 0), the flow decays exponentially as ™.

Turbulent flow analysis of [Equation (41)|also must be based on
the quasi-steady approximation, with less justification. Daily et al.
(1956) indicate that the frictional resistance is slightly greater than
the steady-state result for accelerating flows, but appreciably less
for decelerating flows. If the friction factor is approximated as
constant,

v _ Ap va:A—B\/z

de ~ pL 2D

and, for the accelerating flow,

0 = JAl—B tanh_l(V[)

>

or

A
V_B

tanh(6./AB)

Because the hyperbolic tangent is zero when the independent
variable is zero and unity when the variable is infinity, the initial
(V=0 at 6 = 0) and final conditions are verified. Thus, for long
times (0 — o),

v zﬁzJAp_/%zJA_p(zg)
i B f../2D pL\ f.,

which is in accord with hen fis constant (the flow

regime is the fully rough one of [Figure 13){ The temporal velocity
variation is then

V = V_tanh( f_V_0/2D) A7)

In|Figure 19, the turbulent velocity start-up result is compared
with the laminar one inlEigure 19] where initially the turbulent is
steeper but of the same general form, increasing rapidly at the start
but reaching V., asymptotically.
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Fig. 19 Temporal Increase in Velocity Following
Sudden Application of Pressure

NOISE FROM FLUID FLOW

Noise in flowing fluids results from unsteady flow fields and can
be at discrete frequencies or broadly distributed over the audible
range. With liquid flow, cavitation results in noise through the col-
lapse of vapor bubbles. The noise in pumps or fittings (such as
valves) can be a rattling or sharp hissing sound. It is easily elimi-
nated by raising the system pressure. With severe cavitation, the
resulting unsteady flow can produce indirect noise from induced
vibration of adjacent parts. See Chapter 46 of the 1999 ASHRAE
Handbook—Applications for more information on sound control.

The disturbed laminar flow behind cylinders can be an oscillat-
ing motion. The shedding frequency f of these vortexes is charac-
terized by a Strouhal number St = fd/V of about 0.21 for a circular
cylinder of diameter d, over a considerable range of Reynolds num-
bers. This oscillating flow can be a powerful noise source, particu-
larly when f is close to the natural frequency of the cylinder or some
nearby structural member so that resonance occurs. With cylinders
of another shape, such as impeller blades of a pump or blower, the
characterizing Strouhal number involves the trailing edge thickness
of the member. The strength of the vortex wake, with its resulting
vibrations and noise potential, can be reduced by breaking up the
flow with downstream splitter plates or boundary-layer trip devices
(wires) on the cylinder surface.

Noise produced in pipes and ducts, especially from valves and
fittings, is associated with the loss through such elements. The
sound pressure of noise in water pipe flow increases linearly with
the pressure loss; the broad-band noise increases, but only in the
lower frequency range. Fitting-produced noise levels also increase
with fitting loss (even without cavitation) and significantly exceed
noise levels of the pipe flow. The relation between noise and loss is
not surprising because both involve excessive flow perturbations. A
valve’s pressure-flow characteristics and structural elasticity may
be such that for some operating point it oscillates, perhaps in reso-
nance with part of the piping system, to produce excessive noise. A
change in the operating point conditions or details of the valve
geometry can result in significant noise reduction.

Pumps and blowers are strong potential noise sources. Turbo-
machinery noise is associated with blade-flow occurrences. Broad-
band noise appears from vortex and turbulence interaction with
walls and is primarily a function of the operating point of the
machine. For blowers, it has a minimum at the peak efficiency point
(Groff et al. 1967). Narrow-band noise also appears at the blade-
crossing frequency and its harmonics. Such noise can be very
annoying because it stands out from the background. To reduce this
noise, increase clearances between impeller and housing, and space
impeller blades unevenly around the circumference.

REFERENCES

Baines, W.D. and E.G. Peterson. 1951. An investigation of flow through
screens. ASME Transactions 73:467.

2001 ASHRAE Fundamentals Handbook (SI)

Baker, A.J. 1983. Finite element computational fluid mechanics. McGraw-
Hill, New York.

Ball, J.W. 1957. Cavitation characteristics of gate valves and globe values
used as flow regulators under heads up to about 125 ft. ASME Trans-
actions 79:1275.

Benedict, R.P. and N.A. Carlucci. 1966. Handbook of specific losses in flow
systems. Plenum Press Data Division, New York.

Binder, R.C. 1944. Limiting isothermal flow in pipes. ASME Transactions
66:221.

Bober, W. and R.A. Kenyon. 1980. Fluid mechanics. John Wiley and Sons,
New York.

Colborne, W.G. and A.J. Drobitch. 1966. An experimental study of non-iso-
thermal flow in a vertical circular tube. ASHRAE Transactions 72(4):5.

Crane Co. 1976. Flow of fluids. Technical Paper No. 410. New York.

Daily, J.W., et al. 1956. Resistance coefficients for accelerated and deceler-
ated flows through smooth tubes and orifices. ASME Transactions
78:1071.

Deissler, R.G. 1951. Laminar flow in tubes with heat transfer. National Advi-
sory Technical Note 2410, Committee for Aeronautics.

Furuya, Y., T. Sate, and T. Kushida. 1976. The loss of flow in the conical
with suction at the entrance. Bulletin of the Japan Society of Mechanical
Engineers 19:131.

Goldstein, S., ed. 1938. Modern developments in fluid mechanics. Oxford
University Press, London. Reprinted by Dover Publications, New York.

Groff, G.C., J.R. Schreiner, and C.E. Bullock. 1967. Centrifugal fan sound
power level prediction. ASHRAE Transactions 73(1): V.4.1.

Heskested, G. 1965. An edge suction effect. AIAA Journal 3:1958.

Heskested, G. 1970. Further experiments with suction at a sudden enlarge-
ment. Journal of Basic Engineering, ASME Transactions 92D:437.

Hoerner, S.F. 1965. Fluid dynamic drag, 3rd ed. Published by author, Mid-
land Park, NJ.

Hydraulic Institute. 1961. Pipe friction manual. New York.

Ito, H. 1962. Pressure losses in smooth pipe bends. Journal of Basic Engi-
neering, ASME Transactions 4(7):43.

John, J.E.A. and W.L. Haberman. 1980. Introduction to fluid mechanics, 2nd
ed. Prentice Hall, Englewood Cliffs, NJ.

Kittridge, C.P. and D.S. Rowley. 1957. Resistance coefficients for laminar
and turbulent flow through one-half inch valves and fittings. ASME
Transactions 79:759.

Kline, S.J. 1959. On the nature of stall. Journal of Basic Engineering, ASME
Transactions 81D:305.

Knapp, R.T., J.W. Daily, and F.G. Hammitt. 1970. Cavitation. McGraw-Hill,
New York.

Lipstein, N.J. 1962. Low velocity sudden expansion pipe flow. ASHRAE
Journal 4(7):43.

Moody, L.F. 1944. Friction factors for pipe flow. ASME Transactions
66:672.

Moore, C.A. and S.J. Kline. 1958. Some effects of vanes and turbulence in
two-dimensional wide-angle subsonic diffusers. National Advisory
Committee for Aeronautics, Technical Memo 4080.

Murdock, J.W., C.J. Foltz, and C. Gregory. 1964. Performance characteris-
tics of elbow flow meters. Journal of Basic Engineering, ASME Trans-
actions 86D:498.

Olson, R.M. 1980. Essentials of engineering fluid mechanics, 4th ed. Harper
and Row, New York.

Robertson, J.M. 1963. A turbulence primer. University of Illinois (Urbana,
IL), Engineering Experiment Station Circular 79.

Robertson, J.M. 1965. Hydrodynamics in theory and application. Prentice-
Hall, Englewood Cliffs, NJ.

Robertson, J.M. and G.F. Wislicenus, ed. 1969 (discussion 1970). Cavitation
state of knowledge. American Society of Mechanical Engineers, New
York.

Ross, D. 1956. Turbulent flow in the entrance region of a pipe. ASME Trans-
actions 78:915.

Schlichting, H. 1979. Boundary layer theory, 7th ed. McGraw-Hill, New
York.

Streeter, V.L. and E.B. Wylie. 1979. Fluid mechanics, 7th ed. McGraw-Hill,
New York.

Wile, D.D. 1947. Air flow measurement in the laboratory. Refrigerating
Engineering: 515.



CHAPTER 3

HEAT TRANSFER

Heat Transfer Processes
Steady-State Conduction
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Natural Convection
Forced Convection
Heat Transfer Augmentation Techniques
Extended Surface
Symbols

EAT is energy in transit due to a temperature difference. The

thermal energy is transferred from one region to another by
three modes of heat transfer: conduction, convection, and radia-
tion. Heat transfer is among a group of energy transport phenomena
that includes mass transfer (see[Chapter 3), momentum transfer or
fluid friction (see [Chapter 2), and electrical conduction. Transport
phenomena have similar rate equations, in which flux is propor-
tional to a potential difference. In heat transfer by conduction and
convection, the potential difference is the temperature difference.
Heat, mass, and momentum transfer are often considered together
because of their similarities and interrelationship in many common
physical processes.

This chapter presents the elementary principles of single-phase
heat transfer with emphasis on heating, refrigerating, and air condi-
tioning. Boiling and condensation are discussed in More
specific information on heat transfer to or from buildings or refrig-
erated spaces can be found inthrough[_ﬂ] of this volume
and in Chapter 12 of the 1998 ASHRAE Handbook—Refrigeration.
Physical properties of substances can be found in[Chapters 18]22]

andof this volume and in Chapter 8 of the 1998 ASHRAE
Handbook—Refrigeration. Heat transfer equipment, including evap-
orators, condensers, heating and cooling coils, furnaces, and radia-
tors, is covered in the 2000 ASHRAE Handbook—Systems and
Equipment. For further information on heat transfer, see the section

on| Bibliograp

HEAT TRANSFER PROCESSES

Thermal Conduction. This is the mechanism of heat transfer
whereby energy is transported between parts of a continuum by the
transfer of kinetic energy between particles or groups of particles at
the atomic level. In gases, conduction is caused by elastic collision
of molecules; in liquids and electrically nonconducting solids, it is
believed to be caused by longitudinal oscillations of the lattice
structure. Thermal conduction in metals occurs, like electrical con-
duction, through the motion of free electrons. Thermal energy trans-
fer occurs in the direction of decreasing temperature, a consequence
of the second law of thermodynamics. In solid opaque bodies, ther-
mal conduction is the significant heat transfer mechanism because
no net material flows in the process and radiation is not a factor.
With flowing fluids, thermal conduction dominates in the region
very close to a solid boundary, where the flow is laminar and par-
allel to the surface and where there is no eddy motion.

Thermal Convection. This form of heat transfer involves
energy transfer by fluid movement and molecular conduction
(Burmeister 1983, Kays and Crawford 1980). Consider heat
transfer to a fluid flowing inside a pipe. If the Reynolds number
is large enough, three different flow regions exist. Immediately

The preparation of this chapter is assigned to TC 1.3, Heat Transfer and
Fluid Flow.
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adjacent to the wall is a laminar sublayer where heat transfer
occurs by thermal conduction; outside the laminar sublayer is a
transition region called the buffer layer, where both eddy mixing
and conduction effects are significant; beyond the buffer layer
and extending to the center of the pipe is the turbulent region,
where the dominant mechanism of transfer is eddy mixing.

In most equipment, the main body of fluid is in turbulent flow,
and the laminar layer exists at the solid walls only. In cases of low-
velocity flow in small tubes, or with viscous liquids such as glycol
(i.e., at low Reynolds numbers), the entire flow may be laminar with
no transition or turbulent region.

When fluid currents are produced by external sources (for exam-
ple, a blower or pump), the solid-to-fluid heat transfer is termed
forced convection. If the fluid flow is generated internally by non-
homogeneous densities caused by temperature variation, the heat
transfer is termed free convection or natural convection.

Thermal Radiation. In conduction and convection, heat trans-
fer takes place through matter. In thermal radiation, there is a
change in energy form from internal energy at the source to elec-
tromagnetic energy for transmission, then back to internal energy
at the receiver. Whereas conduction and convection heat transfer
rates are driven primarily by temperature difference and somewhat
by temperature level, radiative heat transfer rates increase rapidly
with temperature levels (for the same temperature difference).

Although some generalized heat transfer equations have been
mathematically derived from fundamentals, they are usually ob-
tained from correlations of experimental data. Normally, the corre-
lations employ certain dimensionless numbers, shown in
that are derived from dimensional analysis or analogy.

STEADY-STATE CONDUCTION

For steady-state heat conduction in one dimension, the Fourier
law is

g =-tast M)

where
g = heat flow rate, W
k = thermal conductivity, W/(m-K)
A = cross-sectional area normal to flow, m
dt/dx = temperature gradient, K/m

states that the heat flow rate ¢ in the x direction is

directly proportional to the temperature gradient d/dx and the cross-
sectional area A normal to the heat flow. The proportionality factor
is the thermal conductivity k. The minus sign indicates that the heat
flow is positive in the direction of decreasing temperature. Conduc-
tivity values are sometimes given in other units, but consistent units
must be used in[Equafion (1]

2
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Table 1 Dimensionless Numbers Commonly Used in Heat Transfer

Name Symbol Value? Application

Nusselt number Nu hD/k, hL/k, q” D/Atk, or q” L/Atk Natural or forced convection, boiling or condensing

Reynolds number Re GD/wor pVLAL Forced convection, boiling or condensing

Prandtl number Pr ue,/k Natural or forced convection, boiling or condensing

Stanton number St h/ch Forced convection

Grashof number Gr L3p?BgAtly? or L3p2gAt/Tu? Natural convection (for ideal gases)

Fourier number Fo on/ L? Unsteady-state conduction

Peclet number Pe GDcp/k or Re Pr Forced convection (small Pr)

Graetz number Gz Gchp/kL or Re Pr D/L Laminar forced convection

A list of the other symbols used in this chapter appears in the section on Symbols.

may be integrated along a path of constant heat flow
rate to obtain

A At
m
q = k(—)At = — 2)
L " R
where
A,, = mean cross-sectional area normal to flow, m?
L,, = mean length of heat flow path, m

At = overall temperature difference, K
R = thermal resistance, K/W

Thermal resistance R is directly proportional to the mean length
L,, of the heat flow path and inversely proportional to the conduc-
tivity k£ and the mean cross-sectional area A,, normal to the flow.
Equations for thermal resistances of a few common shapes are given
in Mathematical solutions to many heat conduction prob-
lems are addressed by Carslaw and Jaeger (1959). Complicated
problems can be solved by graphical or numerical methods such as
described by Croft and Lilley (1977), Adams and Rogers (1973),
and Patankar (1980).

Analogy to Electrical Conduction.[Equation (2)]is analogous to
Ohm’s law for electrical circuits: thermal current (heat flow) in a
thermal circuit is directly proportional to the thermal potential
(temperature difference) and inversely proportional to the thermal
resistance. This electrical-thermal analogy can be used for heat con-
duction in complex shapes that resist solution by exact analytical
means. The thermal circuit concept is also useful for problems
involving combined conduction, convection, and radiation.

OVERALL HEAT TRANSFER

In most steady-state heat transfer problems, more than one heat
transfer mode is involved. The various heat transfer coefficients
may be combined into an overall coefficient so that the total heat
transfer can be calculated from the terminal temperatures. The solu-
tion to this problem is much simpler if the concept of a thermal cir-
cuit is employed.

Local Overall Heat Transfer Coefficient—
Resistance Method

Consider heat transfer from one fluid to another by a three-step
steady-state process: from a warmer fluid to a solid wall, through
the wall, then to a colder fluid. An overall heat transfer coefficient
U based on the difference between the bulk temperatures #; —¢, of
the two fluids is defined as follows:

q = UA(1;~ 1)) 3)
where A is the surface area. Because [Equation (3)]is a definition of

U, the surface area A on which U is based is arbitrary; it should
always be specified in referring to U.

Table 2  Solutions for Some Steady-State
Thermal Conduction Problems

System R in Equation g = At/R

Flat wall or curved wall if
curvature is small (wall thickness
less than 0.1 of inside diameter)

/i
A=
e

SURFACE AREA, A

Radial flow through a
right circular cylinder

In(r,/ r;)
T 2mkL

LONG CYLINDER
OF LENGTH, L

Buried cylinder

\\\\T AN1N ARRNN NN NN NNNNY ln[(a+ /az—rz)/r:|
A Kk At=t—tg R = kL
. b hfl( /1
- cos a/ r
= kL (L»2r)
LONG CYLINDER  |er:
OF LENGTH, L
Radial flow in a
hollow sphere
H _l At
{ ; /1,
o 4mk

£

L, r, a = dimensions, m
thermal conductivity at average material temperature, W/(m-K)

surface area, m?

The temperature drops across each part of the heat flow path are

I =t = 4R,
I =ty = qR,
to =1y = qRy

where 1, and ¢, are the warm and cold surface temperatures of the
wall, respectively, and R;, R,, and R; are the thermal resistances.
Because the same quantity of heat flows through each thermal resis-
tance, these equations combined yield the following:



Heat Transfer

DB L g R +R @
q UA 1 2 3

As shown above, the equations are analogous to those for elec-
trical circuits; for thermal current flowing through rn resistances in
series, the resistances are additive.

R,=R/ +R,+R;+..+R, 5)

Similarly, conductance is the reciprocal of resistance, and for
heat flow through resistances in parallel, the conductances are
additive:

1 1 1 1 1
C=+=—+—4+—+.+= (6)
Ro Rl R2 R3 Rn

For convection, the thermal resistance is inversely proportional
to the convection coefficient /. and the applicable surface area:

1
Re=ha @

(&

=

The thermal resistance for radiation is written similarly to that
for convection:

|

R, = ®)

‘
-~
B

The radiation coefficient 7, is a function of the temperatures,
radiation properties, and geometrical arrangement of the enclosure
and the body in question.

Resistance Method Analysis. Analysis by the resistance
method can be illustrated by considering heat transfer from air out-
side to cold water inside an insulated pipe. The temperature gradi-
ents and the nature of the resistance analysis are shown in

Because air is sensibly transparent to radiation, some heat trans-
fer occurs by both radiation and convection to the outer insulation
surface. The mechanisms act in parallel on the air side. The total
transfer then passes through the insulating layer and the pipe wall by
thermal conduction, and then by convection and radiation into the
cold water stream. (Radiation is not significant on the water side
because liquids are sensibly opaque to radiation, although water
transmits energy in the visible region.) The contact resistance
between the insulation and the pipe wall is assumed negligible.

<.
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Fig.1 Thermal Circuit Diagram for Insulated Cold Water Line
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The heat transfer rate g, for a given length L of pipe may be
thought of as the sum of the rates g, and g, flowing through the par-
allel resistances R, and R, associated with the surface radiation and
convection coefficients. The total flow then proceeds through the
resistance R; offered to thermal conduction by the insulation,
through the pipe wall resistance R,, and into the water stream
through the convection resistance R;. Note the analogy to direct-
current electricity. A temperature (potential) drop is required to
overcome resistances to the flow of thermal current. The total resis-
tance to heat transfer R, is the sum of the individual resistances:

R, =R, +R,+R;+R, )
where the resultant parallel resistance R, is obtained from

1 1 1
— = — 4+ — (10)
R, R, R,

If the individual resistances can be evaluated, the total resistance
can be obtained from this relation. The heat transfer rate for the

length of pipe L can be established by

9o = (11)

- = 12)

The temperature drop Ar through each individual resistance may
then be calculated from the relation:

At, = Rq,. (13)
where n =1, 2, and 3.

Mean Temperature Difference

When heat is exchanged between two fluids flowing through a
heat exchanger, the local temperature difference At varies along the
flow path. Heat transfer may be calculated using

q = UAAL, (14

where U is the overall uniform coefficient of heat transfer from fluid
to fluid, A is the area associated with the coefficient U, and At,, is the
appropriate mean temperature difference.

For parallel flow or counterflow exchangers and for any ex-
changer in which one fluid temperature is substantially constant, the
mean temperature difference is

At; - At At; - At
g = 172 1~ 20 (15)
™ In(At/ Aty) 23 log(At/ At,

where At, and At, are the temperature differences between the fluids
at each end of the heat exchanger. Az, is called the logarithmic mean
temperature difference. For the special case of At; = At, (possible
only with a counterflow heat exchanger with equal capacities), which
leads to an indeterminate form of At = At = At,.
for At,, is true only if the overall coefficient and
the specific heat of the fluids are constant through the heat
exchanger, and no heat losses occur (often well-approximated in

practice). Parker et al. (1969) give a procedure for cases with vari-
able overall coefficient U.
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Calculations using Equation (14)|and At,, are convenient when

terminal temperatures are known. In many cases, however, the tem-
peratures of the fluids leaving the exchanger are not known. To
avoid trial-and-error calculations, an alternate method involves the
use of three nondimensional parameters, defined as follows:

1. Exchanger Heat Transfer Effectiveness €

(T = ho)
= m when Ch = Cmin
16
_ (tcoitci) hen C = C (1o
Tt e T

where
C, = (n:1 ¢p)y = hot fluid capacity rate, W/K

(m cp), = cold fluid capacity rate, W/K

smaller of capacity rates C;, and C..

terminal temperature of hot fluid, °C. Subscript i indicates

entering condition; subscript o indicates leaving condition.

t. = terminal temperature of cold fluid, °C. Subscripts i and o are the
same as for ¢,

2. Number of Exchanger Heat Transfer Units (NTU)

c

C

min

Iy

AU
\NTU = —28 = L.[ U dA (17)
Cmin Cmin A

where A is the area used to define overall coefficient U.

3. Capacity Rate Ratio Z

7 = min (18)

For a given exchanger, the heat transfer effectiveness can gener-
ally be expressed for a given exchanger as a function of the number
of transfer units and the capacity rate ratio:

e = f(NTU, Z, flow arrangement) (19)
The effectiveness is independent of the temperatures in the
exchanger. For any exchanger in which the capacity rate ratio Z is

zero (where one fluid undergoes a phase change; e.g., in a condenser
or evaporator), the effectiveness is

e = 1 —exp(-NTU) (20)
Heat transferred can be determined from
q = Cptyi—ty,) = Colt o= 1) @n

Combining Equations (16)|and produces an expression for heat

transfer rate 1n terms of entering fluid temperatures:
q = €Cp,(ty; 1) (22)

The proper mean temperature difference for Equation (14)|is then

given by

(i —1.1)€
Mw = TRTU =
The effectiveness for parallel flow exchangers is
e = 1 —exp[-NTU(1 + 2)] 24)

1+Z
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ForZ=1,
e = 1 —exp(=2 NTU) 25)
2
The effectiveness for counterflow exchangers is
_ 1 —exp[-NTU(1 -7)]
& T 1-Z exp[-NTU(1 - 2)] (26)
NTU
8_1+NTU forZ=1 27

Incropera and DeWitt (1996) and Kays and London (1984) show
the relations of €, NTU, and Z for other flow arrangements. These
authors and Afgan and Schlunder (1974) present graphical repre-
sentations for convenience.

TRANSIENT HEAT FLOW

Often, the heat transfer and temperature distribution under
unsteady-state (varying with time) conditions must be known.
Examples are (1) cold storage temperature variations on starting or
stopping a refrigeration unit; (2) variation of external air
temperature and solar irradiation affecting the heat load of a cold
storage room or wall temperatures; (3) the time required to freeze a
given material under certain conditions in a storage room; (4) quick
freezing of objects by direct immersion in brines; and (5) sudden
heating or cooling of fluids and solids from one temperature to a
different temperature.

The equations describing transient temperature distribution and
heat transfer are presented in this section. Numerical methods are
the simplest means of solving these equations because numerical
data are easy to obtain. However, with some numerical solutions
and off-the-shelf software, the physics that drives the energy trans-
port can be lost. Thus, analytical solution techniques are also
included in this section.

The fundamental equation for unsteady-state conduction in sol-
ids or fluids in which there is no substantial motion is

2 2 2
g—t=a(a—Q+a—g+a—§J (28)
T ox~ 9y~ oz

where thermal diffusivity ois the ratio k/pc,,; k is thermal conductiv-
ity; p, density; and c,, specific heat. If o is large (high conductivity,
low density and specific heat, or both), heat will diffuse faster.

One of the most elementary transient heat transfer models pre-
dicts the rate of temperature change of a body or material being held
at constant volume with uniform temperature, such as a well-stirred
reservoir of fluid whose temperature is changing because of a net
rate of heat gain or loss:

dt
= (Mc, p (29)

9net
where M is the mass of the body, ¢, is the specific heat at constant
pressure, and ¢, is the net heat transfer rate to the substance (heat
transfer into the substance is positive, and heat transfer out of the
substance is negative). [Equation (29)]is applicable when the pres-
sure around the substance is constant; if the volume of the substance
is constant, ¢, should be replaced by the constant volume specific
heat c,. It should be noted that with the density of solids and liquids
being almost constant, the two specific heats are almost equal. The
term ¢,,,, may include heat transfer by conduction, convection, or
radiation and is the difference between the heat transfer rates into
and out of the body.
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Fig.2 Transient Temperatures for Infinite Slab

From|Equations (28) and|(29), it is possible to derive expressions

for temperature and heat flow variations at different instants and
different locations. Most common cases have been solved and
presented in graphical forms (Jakob 1957, Schneider 1964, Myers
1971). In other cases, it is simpler to use numerical methods (Croft
and Lilley 1977, Patankar 1980). When convective boundary con-
ditions are required in the solution of] and[(29),  val-
ues based on steady-state correlations are often used. However, this
approach may not be valid when rapid transients are involved.

Estimating Cooling Times

Cooling times for materials can be estimated (McAdams 1954)
by Gurnie-Lurie charts and[4], which are graphical
solutions for the heating or cooling of infinite slabs, infinite cylin-
ders, and spheres. These charts assume an initial uniform tempera-
ture distribution and no change of phase. They apply to a body
exposed to a constant temperature fluid with a constant surface con-
vection coefficient of .

Using,@ and[4] it is possible to estimate both the tem-

perature at any point and the average temperature in a homogeneous
mass of material as a function of time in a cooling process. It is pos-
sible to estimate cooling times for rectangular-shaped solids, cubes,
cylinders, and spheres.

From the point of view of heat transfer, a cylinder insulated on its
ends behaves like a cylinder of infinite length, and a rectangular
solid insulated so that only two parallel faces allow heat transfer
behaves like an infinite slab. A thin slab or a long, thin cylinder may
be also considered infinite objects.

Consider a slab having insulated edges being cooled. If the cool-
ing time is the time required for the center of the slab to reach a tem-
perature of #,, the cooling time can be calculated as follows:

1. Evaluate the temperature ratio (¢, —t,)/(t. —t}).

where

t. = temperature of cooling medium
initial temperature of product
t, = final temperature of product at center

Note that in ,@, and the temperature ratio (¢, —t,)/

(t.—t;) is designated as Y to simplify the equations.

2. Determine the radius ratio r/r,, designated as n in A,

and[4]

—
Il

where

r = distance from centerline
r,, = half thickness of slab

3. Evaluate the resistance ratio k/hr,, designated as m in
B, and[4.
where

k = thermal conductivity of material
h = heat transfer coefficient

4. From|Figure 2|for infinite slabs, select the appropriate value of
kt/pc,r,? designated as F, in B and[4]
where
T = time elapsed
¢, = specific heat
p = density

5. Determine T from the value of kt/pc, 2.

Multidimensional Temperature Distribution

The solution for semi-infinite slabs and cylinders (shown in
BJand[4)|can be used to find the temperatures in finite rect-
angular solids or cylinders.
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Fig.3 Transient Temperatures for Infinite Cylinder

The temperature in the finite object can be calculated from the
temperature ratio Y of the infinite objects that intersect to form the
finite object. The product of the temperature ratios of the infinite
objects is the temperature ratio of the finite object; for example, for

the finite cylinder of

Yee = Yi¥ie (30)
where
Yy = temperature ratio of finite cylinder
Y;; = temperature ratio of infinite slab
"« = temperature ratio of infinite cylinder
For a finite rectangular solid,
Yig = (X (Vi) (Vi) G

where Y, = temperature ratio of finite rectangular solid, and sub-
scripts 1, 2, and 3 designate three infinite slabs. The convective heat
transfer coefficients associated with one pair of parallel surfaces

need not be equal to the coefficient associated with another pair.
However, the temperature of the fluid adjacent to every surface
should be the same. In evaluating the resistance ratio and the Fourier
number Fo, the appropriate values of the heat transfer coefficient
and the characteristic dimension should be used.

Heat Exchanger Transients

Determination of the transient behavior of heat exchangers is
becoming increasingly important in evaluating the dynamic behav-
ior of heating and air-conditioning systems. Many studies of the
transient behavior of counterflow and parallel flow heat exchangers
have been conducted; some are listed in the section on Bibliography.

THERMAL RADIATION

Radiation, one of the basic mechanisms for energy transfer
between different temperature regions, is distinguished from con-
duction and convection in that it does not depend on an intermediate
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Fig. 4 Transient Temperatures for Spheres
material as a carrier of energy but rather is impeded by the presence
of material between the regions. The radiation energy transfer pro-
INFINTE~—___| cess is the consequence of energy-carrying electromagnetic waves

SOLID OF
INTERSECTION

INFINITE
SLAB

that are emitted by atoms and molecules due to changes in their
energy content. The amount and characteristics of radiant energy
emitted by a quantity of material depend on the nature of the mate-
rial, its microscopic arrangement, and its absolute temperature.
Although rate of energy emission is independent of the surround-
ings, the net energy transfer rate depends on the temperatures and
spatial relationships of the surface and its surroundings.

Blackbody Radiation

The rate of thermal radiant energy emitted by a surface depends
on its absolute temperature. A surface is called black if it can absorb
all incident radiation. The total energy emitted per unit time per unit
area of black surface W), to the hemispherical region above it is

Fig. 5 Finite Cylinder of Intersection from Intersection
of Infinite Cylinder and Infinite Slab

given by the Stefan-Boltzmann law.

(32)
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Table 3 Emittances and Absorptances for Some Surfaces?

: b
Total Normal Emittance Absorptance for

Class Surfaces At 10 to 40°C At 500°C Solar Radiation
1 A small hole in a large box, sphere, furnace, or ncloSUIE ...........cccoeteererieierenieinireeeeene 0.97 to 0.99 0.97 to 0.99 0.97 to 0.99
2 Black nonmetallic surfaces such as asphalt, carbon, slate, paint, paper 0.90 to 0.98 0.90 to 0.98 0.85t0 0.98
3 Red brick and tile, concrete and stone, rusty steel and iron, dark paints

(red, BIOWI, GIEEIL, BLC.) w.uvtiuriureuieriteneeie sttt ettt ere et ettt ee et et ese et e e e eaenaes 0.85t0 0.95 0.75 t0 0.90 0.65 to 0.80
4 Yellow and buff brick and stone, firebrick, fireclay..........ccoceeevrvenvenieininiinniceeecee, 0.85t0 0.95 0.70 to 0.85 0.50 t0 0.70
5 White or light cream brick, tile, paint or paper, plaster, whitewash.............cccccecevenenennenne. 0.85 t0 0.95 0.60 to 0.75 0.30 to 0.50
6 WINAOW ZIaSS ....ooveuiiiieiiieieiieecceeeteee e 0.90 — c
7  Bright aluminum paint; gilt or bronze paint 0.40 to 0.60 — 0.30 to 0.50
8 Dull brass, copper, or aluminum; galvanized steel; polished iron ...........c.ccccvcereivencnieenene 0.20 t0 0.30 0.30 to 0.50 0.40 to 0.65
9 Polished brass, copper, Monel Metal .........c..ccoceiueiriniiiiiineneieesee e 0.02 to 0.05 0.05t00.15 0.30 to 0.50
10 Highly polished aluminum, tin plate, nickel, chromium............ccccceverenieiinenenniniicreeeens 0.02 to 0.04 0.05 t0 0.10 0.10 to 0.40
11 Selective surfaces
Stainless Steel Wire MESN .......co.eiiiriiriiiieiieiet e sttt 0.23t00.28 — 0.63 to 0.86
White painted surface 0.92 — 0.23 to 0.49
Copper treated with solution of NaClO, and NaOH..........cccccoiiiiiininniiiiniciicecne 0.13 — 0.87
Copper, nickel, and aluminum plate with CuO COAtNG .....c.c.ccoeveeveriecerenieieiieieinicienene 0.09 to 0.21 — 0.08 to 0.93

4See also|Chapter 36, [McAdams (1954), and Siegel and Howell (1981).

€Absorbs 4 to 40% depending on its transmittance.

YHemispherical and normal emittance are unequal in many cases. The hemispherical emittance may vary from up to 30% greater for polished reflectors to 7% lower for nonconductors.

where W), is the total rate of energy emission per unit area, and Gis
the Stefan-Boltzmann constant [5.670 x 10® W/(m2-K%)].

The heat radiated by a body comprises electromagnetic waves of
many different frequencies or wavelengths. Planck showed that the
spectral distribution of the energy radiated by a blackbody is

e’

b T ¢/ AT (33)
e 1

where
W, = monochromatic emissive power of blackbody, W/m?
A = wavelength, pm
T = temperature, K
C, = first Planck’s law constant = 3.742 x 1076 W.m?
C, = second Planck’s law constant = 0.014388 m-K

Wy, is the monochromatic emissive power, defined as the
energy emitted per unit time per unit surface area at wavelength A
per unit wavelength interval around A; that is, the energy emitted per
unit time per unit surface area in the interval dA is equal to Wy, dA.

The Stefan-Boltzmann equation can be obtained by integrating
Planck’s equation:

W, = or* = [ o (34)
0

Wien showed that the wavelength of maximum emissive power
multiplied by the absolute temperature is a constant:

ApaxT = 2898 um - K (35)
where A, is the wavelength at which the monochromatic emissive
power is a maximum and not the maximum wavelength.
[(33) is known as Wien’s displacement law. According to this law,
the maximum spectral emissive power is displaced to shorter wave-
lengths with increasing temperature, such that significant emission
eventually occurs over the entire visible spectrum as shorter wave-
lengths become more prominent. For additional details, see Incrop-
era and DeWitt (1996).

Actual Radiation

Substances and surfaces diverge variously from the Stefan-
Boltzmann and Planck laws. W, and W), are the maximum emissive
powers at a surface temperature. Actual surfaces emit and absorb

less than these maximums and are called nonblack. The emissive
power of a nonblack surface at temperature 7 radiating to the hemi-
spherical region above it is written as

W =¢eW, = eol” (36)

where € is known as the hemispherical emittance. The term emit-
tance conforms to physical and electrical terminology; the suffix
“ance” denotes a property of a piece of material as it exists. The
ending “ivity” denotes a property of the bulk material independent
of geometry or surface condition. Thus, emittance, reflectance,
absorptance, and transmittance refer to actual pieces of material.
Emissivity, reflectivity, absorptivity, and transmissivity refer to the
properties of materials that are optically smooth and thick enough
to be opaque.

The emittance is a function of the material, the condition of its
surface, and the temperature of the surface. lists selected
values; Siegel and Howell (1981) and Modest (1993) have more
extensive lists.

The monochromatic emissive power of a nonblack surface is
similarly written as

e D
Vi =&Wp =& ar | 37
e — 1)

where €, is the monochromatic hemispherical emittance. The rela-
tionship between € and €, is given by

v=ea'=] war=| e W,
0 0

or

-
- [ ew,a (38)
of 0

If €, does not depend on A, then, from Equation (38), € = €. Sur-
faces with this characteristic are called gray. Gray surface charac-
teristics are often assumed in calculations. Several classes of
surfaces approximate this condition in some regions of the spectrum.
The simplicity is desirable, but care must be exercised, especially if
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temperatures are high. Assumption of grayness is sometimes made
because of the absence of information relating €, and A.

When radiant energy falls on a surface, it can be absorbed,
reflected, or transmitted through the material. Therefore, from the
first law of thermodynamics,

a+T+p =1 (39

where
o = fraction of incident radiation absorbed or absorptance
T = fraction of incident radiation transmitted or transmittance
p = fraction of incident radiation reflected or reflectance

If the material is opaque, as most solids are in the infrared, T =0
and oo+ p = 1. For a black surface, o.= 1, p =0, and T = 0. Platinum
black and gold black are as black as any actual surface and have
absorptances of about 98% in the infrared. Any desired degree of
blackness can be simulated by a small hole in a large enclosure.
Consider a ray of radiant energy entering the opening. It will
undergo many internal reflections and be almost completely
absorbed before it has a reasonable probability of passing back out
of the opening.

Certain flat black paints also exhibit emittances of 98% over a
wide range of conditions. They provide a much more durable sur-
face than gold or platinum black and are frequently used on radia-
tion instruments and as standard reference in emittance or
reflectance measurements.

Kirchhoff’s law relates emittance and absorptance of any
opaque surface from thermodynamic considerations; it states that
for any surface where the incident radiation is independent of angle
or where the surface is diffuse, €) = oy If the surface is gray, or the
incident radiation is from a black surface at the same temperature,
then € = oas well, but many surfaces are not gray. For most surfaces
listed in absorptance for solar radiation is different from
emittance for low-temperature radiation. This is because the wave-
length distributions are different in the two cases, and €, varies with
wavelength.

The foregoing discussion relates to total hemispherical radiation
from surfaces. Energy distribution over the hemispherical region
above the surface also has an important effect on the rate of heat
transfer in various geometric arrangements.

Lambert’s law states that the emissive power of radiant energy
over a hemispherical surface above the emitting surface varies as
the cosine of the angle between the normal to the radiating surface
and the line joining the radiating surface to the point of the hemi-
spherical surface. This radiation is diffuse radiation. The Lambert
emissive power variation is equivalent to assuming that radiation
from a surface in a direction other than normal occurs as if it came
from an equivalent area with the same emissive power (per unit
area) as the original surface. The equivalent area is obtained by pro-
jecting the original area onto a plane normal to the direction of radi-
ation. Black surfaces obey the Lambert law exactly. The law is
approximate for many actual radiation and reflection processes,
especially those involving rough surfaces and nonmetallic materi-
als. Most radiation analyses are based on the assumption of gray dif-
fuse radiation and reflection.

In estimating heat transfer rates between surfaces of different
geometries, radiation characteristics, and orientations, it is usually
assumed that

* All surfaces are gray or black
» Radiation and reflection are diffuse
* Properties are uniform over the surfaces

* Absorptance equals emittance and is independent of the
temperature of the source of incident radiation

The material in the space between the radiating surfaces neither
emits nor absorbs radiation

3.9

These assumptions greatly simplify problems, although results must
be considered approximate.

Angle Factor

The distribution of radiation from a surface among the surfaces
it irradiates is indicated by a quantity variously called an intercep-
tion, a view, a configuration, a shape factor, or an angle factor. In
terms of two surfaces i and j, the angle factor F; from surface i to
surface j is the ratio of the radiant energy leaving surface i and
directly reaching surface j to the total radiant energy leaving sur-
face i. The angle factor from j to i is similarly defined, merely by
interchanging the roles of i and j. This second angle factor is not, in
general, numerically equal to the first. However, the reciprocity
relation F;A; = Fj;A;, where A is the surface area, is always valid.
Note that a concave surface may “see itself” (F;; # 0), and that if n
surfaces form an enclosure,

n
ZF ;=1 (40)
The angle factor F|, between two surfaces is

COoS COoS
vt SN 4 an @)
Adoal o4, m2

where dA,, and dA, are elemental areas of the two surfaces, r is the
distance between dA; and dA,, and ¢; and ¢, are the angles between
the respective normals to dA; and dA, and the connecting line r.
Numerical, graphical, and mechanical techniques can solve this
equation (Siegel and Howell 1981, Modest 1993). Numerical values
of the angle factor for common geometries are given in

Calculation of Radiant Exchange Between Surfaces
Separated by Nonabsorbing Media

A surface radiates energy at arate independent of its surroundings
and absorbs and reflects incident energy at a rate dependent on its
surface condition. The net energy exchange per unit area is denoted
by g or g; for unit area A;. It is the rate of emission of the surface
minus the total rate of absorption at the surface from all radiant
effects in its surroundings, possibly including the return of some of
its own emission by reflection off its surroundings. The rate at which
energy must be supplied to the surface by other exchange processes
if its temperature is to remain constant is g; therefore, to define g, the
total radiant surroundings (in effect, an enclosure) must be specified.

Several methods have been developed to solve certain problems.
To calculate the radiation exchange at each surface of an enclosure
of n opaque surfaces by simple, general equations convenient for
machine calculation, two terms must be defined:

G = irradiation; total radiation incident on surface per unit time and per
unit area

J = radiosity; total radiation that leaves surface per unit time and per unit
area

The radiosity is the sum of the energy emitted and the energy
reflected:

J=¢eW,+pG (42)

Because the transmittance is zero, the reflectance is

Thus,
J=eW,+(1-¢)G 43)

The net energy lost by a surface is the difference between the radi-
osity and the irradiation:
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ALIGNED PARALLEL RECTANGLES
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Fig. 6 Radiation Angle Factor for Various Geometries

i/ A=J-G=eW, +(1-¢)G-G 44)
Substituting for G in terms of J from|Equation (43)]
W, —J
45)

1= (1Z¢e)/ eA

Consider an enclosure of n isothermal surfaces with areas of A}, A,,
A f:mittances ofey, €,,...,€,, andreflectances of py, ps, ..., P,
respectively.

The irradiation of surface i is the sum of the radiation incident on
it from all n surfaces:

n n
GA; = ZFjiJjAj = ZFiijAi

j=1 j=1
or

Substituting in yields the following simultaneous

equations when each of the n surfaces is considered:

n

Ji=eWy+(l-g) YFJ, i=1,2 ..n (46
=1

IEquation (46)|can be solved manually for the unknown Js if the
number of surfaces is small. The solution for more complex enclo-
sures requires a computer.

Once the radiosities (Js) are known, the net radiant energy lost by
each surface is determined from|Equation (45)|as
- Wyi—J;
o(1-¢)/ €A

If the surface is black,|[Equation (45) becomes indeterminate, and
an alternate expression must be used, such as
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n
4 = D JAF;-JAF;

j=1
or
n
;= SFA-T) 47)
j=1
since
FjA; = FA,

All diffuse radiation processes are included in the aforemen-
tioned enclosure method, and surfaces with special characteristics
are assigned consistent properties. An opening is treated as an
equivalent surface area A, with a reflectance of zero. If energy
enters the enclosure diffusely through the opening, A, is assigned an
equivalent temperature; otherwise, its temperature is taken as zero.
If the loss through the opening is desired, g, is found. A window in
the enclosure is assigned its actual properties.

A surface in radiant balance is one for which radiant emission
is balanced by radiant absorption; heat is neither removed from nor
supplied to the surface. Reradiating surfaces (insulated surfaces
with g,,, = 0), can be treated in[Equafion (46)| as being perfectly
reflective (i.e., € =0). The equilibrium temperature of such a sur-
face can be found from

0.25
= (3)
o

once has been solved for the radiosities.

Use of angle factors and radiation properties as defined assumes
that the surfaces are diffuse radiators—a good assumption for most
nonmetals in the infrared region, but a poor assumption for highly
polished metals. Subdividing the surfaces and considering the vari-
ation of radiation properties with angle of incidence improves the
approximation but increases the work required for a solution.

Radiation in Gases

Elementary gases such as oxygen, nitrogen, hydrogen, and
helium are essentially transparent to thermal radiation. Their
absorption and emission bands are confined mainly to the ultravio-
let region of the spectrum. The gaseous vapors of most compounds,
however, have absorption bands in the infrared region. Carbon mon-
oxide, carbon dioxide, water vapor, sulfur dioxide, ammonia, acid
vapors, and organic vapors absorb and emit significant amounts of
energy.

Radiation exchange by opaque solids is considered a surface
phenomenon. Radiant energy does, however, penetrate the surface
of all materials. The absorption coefficient gives the rate of ex-
ponential attenuation of the energy. Metals have large absorption
coefficients, and radiant energy penetrates less than 100 nm at most.
Absorption coefficients for nonmetals are lower. Radiation may be
considered a surface phenomenon unless the material is transparent.
Gases have small absorption coefficients, so the path length of ra-
diation through gas becomes very significant.

Beer’s law states that the attenuation of radiant energy in a gas is
a function of the product p,L of the partial pressure of the gas and
the path length. The monochromatic absorptance of a body of gas of
thickness L is then given by

—OAL

o, = l-e 48)

Because absorption occurs in discrete wavelengths, the absorp-
tances must be summed over the spectral region corresponding to
the temperature of the blackbody radiation passing through the gas.

311

Table 4 Emittance of CO, and Water Vapor in Air at 24°C
CO,, % by Volume

Relative Humidity, %

Path Length,
m 0.1 0.3 1.0 10 50 100
0.03 0.06 0.09 0.06 0.17 0.22
30 0.09 0.12 0.16 0.22 0.39 047
300 0.16 0.19 0.23 0.47 0.64 0.70

The monochromatic absorption coefficient oy is also a function of
temperature and pressure of the gas; therefore, detailed treatment of
gas radiation is quite complex.

Estimated emittance for carbon dioxide and water vapor in air at
24°C is a function of concentration and path length. The
values are for a hemispherically shaped body of gas radiating to an
element of area at the center of the hemisphere. Among others, Mod-
est (1993), Siegel and Howell (1981), and Hottel and Sarofim (1967)
describe geometrical calculations in their texts on radiation transfer.
Generally, at low values of p,L, the mean path length L (or equivalent
hemispherical radius for a gas body radiating to its surrounding sur-
faces) is four times the mean hydraulic radius of the enclosure. A
room with a dimensional ratio of 1:1:4 has a mean path length of 0.89
times the shortest dimension when considering radiation to all walls.
For a room with a dimensional ratio of 1:2:6, the mean path length
for the gas radiating to all surfaces is 1.2 times the shortest dimen-
sion. The mean path length for radiation to the 2 by 6 face is 1.18
times the shortest dimension. These values are for cases where the
partial pressure of the gas times the mean path length approaches
zero (p,L = 0). The factor decreases with increasing values of p,L.
For average rooms with approximately 2.4 m ceilings and relative
humidity ranging from 10 to 75% at 24°C, the effective path length
for carbon dioxide radiation is about 85% of the ceiling height, or
2.0 m. The effective path length for water vapor is about 93% of the
ceiling height, or 2.3 m. The effective emittance of the water vapor
and carbon dioxide radiating to the walls, ceiling, and floor of a room
4.9 m by 14.6 m with 2.4 m ceilings is in the following tabulation.

Relative Humidity, % €
10 0.10
50 0.19
75 0.22

The radiation heat transfer from the gas to the walls is then
q = GAwsg(T;— ThH (49)

The examples in [Table 4 |and the preceding text indicate the
importance of gas radiation in environmental heat transfer prob-

lems. Gas radiation in large furnaces is the dominant mode of heat
transfer, and many additional factors must be considered. Increased
pressure broadens the spectral bands, and interaction of different
radiating species prohibits simple summation of the emittance fac-
tors for the individual species. Departures from blackbody condi-
tions necessitate separate calculations of the emittance and
absorptance. McAdams (1954) and Hottel and Sarofim (1967) give
more complete treatments of gas radiation.

NATURAL CONVECTION

Heat transfer involving motion in a fluid due to the difference in
density and the action of gravity is called natural convection or
free convection. Heat transfer coefficients associated with gases
for natural convection are generally much lower than those for
forced convection, and it is therefore important not to ignore radia-
tion in calculating the total heat loss or gain. Radiant transfer may be
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Natural Convection Heat Transfer Coefficients

I. General relationships

Characteristic length L
Vertical plates or pipes
Horizontal plates
Horizontal pipes
Spheres
Rectangular block, with horizontal length L;, and vertical length L,

Nu = ¢(Gr Pr)* (1)
2 Ak
L i Iy
L = height
L = length
L = diameter
L = 0.5 x diameter

L = (/L) + (1/L,)

I1. Planes and pipes

Horizontal or vertical planes, pipes, rectangular blocks, and spheres (excluding

horizontal plates facing downward for heating and upward for cooling)

(a) Laminar range, when Gr Pr is between 10* and 108 Nu = 0.56(Gr Pr)02 (3)
(b) Turbulent range, when Gr Pr is between 108 and 10'2 Nu = 0.13(Gr Pr)®3 4
II1. Wires
For horizontal or vertical wires, use L = diameter, for Gr Pr between 107 and 1 Nu = (Gr Pr)?! 5
IV. With air
GrPr=1.6x 10° L3Ar (at 21°C, L in m, At in K)
(a) Horizontal cylinders
Small cylinder, laminar range h = 1.32(A/L)*% (6)
Large cylinder, turbulent range h = 1.24(Ar)03 (7
(b) Vertical plates
Small plates, laminar range h = l.42(At/L)0'25 (8)
Large plates, turbulent range h = 1.31(An"33 9)
(c) Horizontal plates, facing upward when heated or downward when cooled
Small plates, laminar range h = 1.32(A0L)0% (10)
Large plates, turbulent range h = 1.52(An03 (11)
(d) Horizontal plates, facing downward when heated or upward when cooled
Small plates h = 0.59(AH/L)"% (12)

of the same order of magnitude as natural convection, even at room
temperatures, because wall temperatures in a room can affect
human comfort (see[Chapter §).

Natural convection is important in a variety of heating and
refrigeration equipment: (1) gravity coils used in high-humidity
cold storage rooms and in roof-mounted refrigerant condensers,
(2) the evaporator and condenser of household refrigerators, (3)
baseboard radiators and convectors for space heating, and (4)
cooling panels for air conditioning. Natural convection is also
involved in heat loss or gain to equipment casings and intercon-
necting ducts and pipes.

Consider heat transfer by natural convection between a cold
fluid and a hot surface. The fluid in immediate contact with the
surface is heated by conduction, becomes lighter, and rises
because of the difference in density of the adjacent fluid. The vis-
cosity of the fluid resists this motion. The heat transfer is influ-
enced by (1) gravitational force due to thermal expansion, (2)
viscous drag, and (3) thermal diffusion. Gravitational accelera-
tion g, coefficient of thermal expansion B, kinematic viscosity v
= Wp, and thermal diffusivity o. = k/pc,, affect natural convec-
tion. These variables are included in the dimensionless numbers
given in lEquation (1) in Table 5.|The Nusselt number Nu is a
function of the product of the Prandtl number Pr and the Grashof
number Gr. These numbers, when combined, depend on the fluid
properties, the temperature difference Az between the surface and
the fluid, and the characteristic length L of the surface. The con-
stant ¢ and the exponent n depend on the physical configuration
and the nature of flow.

Natural convection cannot be represented by a single value of
exponent 7, but it can be divided into three regions:

1. Turbulent natural convection, for which n equals 0.33
2. Laminar natural convection, for which n equals 0.25

3. Aregion that has GrPr less than for laminar natural convection,
for which the exponent n gradually diminishes from 0.25 to
lower values

Note that for wires, the GrPr is likely to be very small, so that the
exponent 7 is 0.1 [[Equation (5) in Table 5].

To calculate the natural-convection heat transfer coefficient,
determine GrPr to find whether the boundary layer is laminar or tur-
bulent; then apply the appropriate equation from The cor-
rect characteristic length indicated in the table must be used.
Because the exponent 7 is 0.33 for a turbulent boundary layer, the
characteristic length cancels out in[Equation (2) in Table 5]and the
heat transfer coefficient is independent of the characteristic length,
as seen in [9], and Turbulence occurs
when length or temperature difference is large. Because the length
of a pipe is generally greater than its diameter, the heat transfer coef-
ficient for vertical pipes is larger than for horizontal pipes.

Convection from horizontal plates facing downward when
heated (or upward when cooled) is a special case. Because the hot
air is above the colder air, theoretically no convection should occur.
Some convection is caused, however, by secondary influences such
as temperature differences on the edges of the plate. As an approx-
imation, a coefficient of somewhat less than half the coefficient for
a heated horizontal plate facing upward can be used.

Because air is often the heat transport fluid, simplified equations
for air are given in[Table 5] Other information on natural convection
is available in the section on Bibliography under Heat Transfer,
General.

Observed differences in the comparison of recent experimental
and numerical results with existing correlations for natural convec-
tive heat transfer coefficients indicate that caution should be used
when applying coefficients for (isolated) vertical plates to vertical
surfaces in enclosed spaces (buildings). Bauman et al. (1983) and
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Altmayer et al. (1983) developed improved correlations for calcu-
lating natural convective heat transfer from vertical surfaces in
rooms under certain temperature boundary conditions.

Natural convection can affect the heat transfer coefficient in the
presence of weak forced convection. As the forced-convection effect
(i.e., the Reynolds number) increases, “mixed convection” (super-
imposed forced-on-free convection) gives way to the pure forced-
convection regime. In these cases, other sources describing com-
bined free and forced convection should be consulted, since the heat
transfer coefficient in the mixed-convection region is often larger
than that calculated based on the natural- or forced-convection cal-
culation alone. Metais and Eckert (1964) summarize natural-,
mixed-, and forced-convection regimes for vertical and horizontal

tubes. shows the approximate limits for horizontal tubes.
Other studies are described by Grigull et al. (1982).

FORCED CONVECTION

Forced air coolers and heaters, forced air- or water-cooled con-
densers and evaporators, and liquid suction heat exchangers are exam-
ples of equipment that transfer heat primarily by forced convection.

‘When fluid flows over a flat plate, a boundary layer forms adja-
cent to the plate. The velocity of the fluid at the plate surface is zero
and increases to its maximum free stream value just past the edge of
the boundary layer Boundary layer formation is impor-
tant because the temperature change from plate to fluid (thermal
resistance) is concentrated here. Where the boundary layer is thick,
thermal resistance is great and the heat transfer coefficient is small.
Flow within the boundary layer immediately downstream from the
leading edge is laminar and is known as laminar forced convec-
tion. As flow proceeds along the plate, the laminar boundary layer

11T T T T 1T T
T
FORCED-CONVECTION
TURBULENT
0¥ T =
+  TRANSITION -
LAMINAR-TURBULENT MIXED-CONVECTION {4
7z 90751 _ TURBULENT
—1
ol ] ] INEEl
FORCED-FLOW / 7
= LAMINAR T T TTTT T
MIXED-CONVECTION
/ LAMINAR
102
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104 10° 108 100 10° 10°
GrPr
Fig.7 Regimes of Free, Forced, and Mixed
Convection for Flow-Through Horizontal Tubes
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Fig. 8 Boundary Layer Buildup on Flat Plate
(Vertical Scale Magnified)
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increases in thickness to a critical value. Then, turbulent eddies
develop within the boundary layer, except for a thin laminar sub-
layer adjacent to the plate.

The boundary layer beyond this point is a turbulent boundary
layer, and the flow is turbulent forced convection. The region
between the breakdown of the laminar boundary layer and the estab-
lishment of the turbulent boundary layer is the transition region.
Because the turbulent eddies greatly enhance heat transport into the
main stream, the heat transfer coefficient begins to increase rapidly
through the transition region. For a flat plate with a smooth leading
edge, the turbulent boundary layer starts at Reynolds numbers,
based on distance from the leading edge, of about 300000 to
500 000. In blunt-edged plates, it can start at much smaller Reynolds
numbers.

For long tubes or channels of small hydraulic diameter, at suffi-
ciently low flow velocity, the laminar boundary layers on each wall
grow until they meet. Beyond this point, the velocity distribution
does not change, and no transition to turbulent flow takes place.
This is called fully developed laminar flow. For tubes of large
diameter or at higher velocities, transition to turbulence takes place
and fully developed turbulent flow is established
Therefore, the length dimension that determines the critical Rey-
nolds number is the hydraulic diameter of the channel. For smooth
circular tubes, flow is laminar for Reynolds numbers below 2100
and turbulent above 10 000.

lists various forced-convection correlations. In the gen-
eralized, dimensionless formula of] Equation (1) in Table 6| heat
transfer is determined by flow conditions and by the fluid proper-
ties, as indicated by the Reynolds number and the Prandtl number.
This equation can be modified to Equation (4) in Table 6 to get the
heat transfer factor j. The heat transfer factor is related to the fric-
tion factor f by the interrelationship of the transport of momentum
and heat; it is approximately f/2 for turbulent flow in straight ducts.
These factors are plotted in
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Fig. 9 Boundary Layer Buildup in Entry Length

of Tube or Channel

0.04 T 004
= N PLATES

0.02 0.02
g \\\\\g INSIDE TUBES g
2 NI N [ 1] &

0.01 Q
; 0.008 N = FRICTION FACTOR g'gc')a Z
w KR7~ks” |INSIDE TUBES ’
& 0.006 < .006 Z
& /\ \‘)'~~.\ o
<Z( 0.004 ] = = 0.004 |5
4 L/D=120 ~ T =~ =
E L/D =180 —— *
Z 0.002 | 0.002
w
I LLAMINAR HeTRANS I- TURBULENT

o.00rL1 TION | | 1 .00

6 8102 2 4 6810% 2 a4 68i0°5 2 a 6

REYNOLDS NUMBER, &2

Fig. 10 Typical Dimensionless Representation of
Forced-Convection Heat Transfer



3.14 2001 ASHRAE Fundamentals Handbook (SI)
Table 6 Equations for Forced Convection
Reference
Description Author Page Eq.No. Equation
. . m C n
I. Generalized correlations Jakob 491 (23-36) hD _ c( G_D) (H_p) )
(a) Turbulent flow inside tubes k I k
. . . 0.8 /e 04
(1) Using fluid properties based on bulk McAdams 219 (9-10a) "2 = 0023 (G—D) (h) (See Note a) @)
temperature ¢ k n k
c N2/ 3 0.14
2) fame ast(l), texcept u at surface McAdams 219 (9-10c) L(L“) (&y) __ 0023 - 3)
emperature 7, G\ k s (GD/ w~
(3) Using fluid properties based on film hoc N2 3 0.023
temperature 7= 0.5(t, + 1), except ¢, in McAdams 219 (9-10b) _G(pT) == 4)
Stanton modulus p f (GD/ pp~
(4) For viscous fluids (viscosities higher than LD GD\OB (e, N1/ 37014
twice water), using viscosity | at bulk Jakob 547 (26-12) < = 0.027(—) (Tp) (—) %)
temperature 7 and [, at surface temperature 7, " Hy
(b) Laminar flow inside tubes c 1/ 3 0.14
(1) For large D or high At, the effect of natural Jakob 544 (26-5) hTD = 1.86 [(G—D)(—;{Lu)(g)} (E) 6)
convection should be included H M
c
(2) For very long tubes When (G—f)(%l)(g) <20, Eq. (6) should not be used
(c) Annular spaces, turbulent flow 2/ 3 0.14
. . h C]Jl'l “S 0.023
All fluid properties at bulk temperature McAdams 242 (9-32¢) _G y — = 7
except |, at surface temperature 7 P H (DeG/ Wy~
I1. Simplified equations for gases, turbulent flow inside tubes [K in W/(m?-K), Cp in kJ/(kg-K), G in kg/(m2~s), D in m]
(a) Most common gases, turbulent flow (assuming . _ 0.8 0.2
W= 18.8 pPa-s and pc,/k = 0.78) Obtained from Eq. (2) h=3.031(c,G"/ D) (8)
(b) Air at ordinary temperatures Obtained from Eq. (2) h = 155.2C(G0’8/ Do’z) (See Note b) (O]
(c) Fluorinated hydrocarbon refrigerant gas at .
ordinary pressures Obtained from Eq. (2) h = 155.2c(G0’8/ DO’Z) (See Note b) (10)
(d) Ammonia gas at approximately 65°C, 2 MPa Obtained from Eq. (2) h = 6.663(G"%/ D" (11)
At-8°C, 165 kPa (gage) Obtained from Eq. (2) = 5323(G*%/ D% 12)
III. Simplified equations for liquids, turbulent flow inside tubes [/ in W/(m?-K), G in kg/(m2-s), Vin m/s, D in m, ¢ in °C, u in N-s/m?]
. 0.8
(a) Water at ordinary temperatures, 4 to 93°C. _1057(1.352 +0.01981V
Vs velocity in m/s, D is tube ID in metres. McAdams 228 (9-19) h = D0,2 (13)
(b) Fluorinated hydrocarbon refrigerant liquid Obtained from Eq. (2) o= 1552¢(G"%/ D% (SeeNote b)  (14)
(c) Ammonia liquid at approximately 38°C Obtained from Eq. (2) h = 13.75(GO'8/ DO‘Z) (15)
(d) Oil heating, approximate equation Brown _ 0.63
and Marco 146 (7-15) h = 0.0047V/ (16)
(e) Oil cooling, approximate equation Brown _ 0.63
and Marco 146 (7-15) h = 0.0035V/ a7
IV. Simplified equations for air
(a) Vertical plane surfages, Vof 5 to 30 m/s McAdams 249  (9-42) W= 727078 (18)
(room temperature)
(b) Vertical plane surfaz:es, V<5m/s McAdams 249  (9-42) o= 562439V (19)
(room temperature)
(c) Single cylinder cross flow (film tempera- . : _ 0.6 0.4
ture = 93°C) 1000 < GD/ < 50000 McAdams 261 (10-3c) h=483(G"/ D) (20)
(d) Single sphere lj GD 0.6
17 < GDAty < 70000 McAdams 265 (10-6) h=0 37D m 21
V. Gases flowing normal to pipes (dimensionless)
(a) Single cylinder hD _ GD 0.52
Re from 0.1 to 1000 McAdams 260 (10-3) K = 0.32+0.43 m (22)
0.6
Re from 1000 to 50 000 McAdams 260 (10-3) }ikQ = 0.24(%9) 23)
! f
i G D\0O6,uc N1/ 3
(b) Unbaffled §taggered tubes, 10 ro;vs. Approxi McAdams 272 (10-11a) hD = 0.33[ Zmax ue, 4)
mate equation for turbulent flow' kf My k )r
(c) Unbafﬂed in-line tubes, 10 rows. Approximate LD Gm"”D 0.6 uc, 1/ 3
equation for turbulent flowd McAdams 272 (10-11a) = 0.26(T) (—7(—) 25)
! v f

(G, qeD/1y) from 2000 to 32 000

#McAdams (1954) recommends this equation for heating and cooling. Others recom-
mend exponents of 0.4 for heating and 0.3 for cooling, with a change in constant. d Grx
bTable 7 in Chapter 2 of the 1981 ASHRAE Handbook—Fundamentals lists values for c.

°k’ is expressed in W/(m?-K) based on initial temperature difference.
is based on minimum free area. Coefficients for tube banks depend greatly on
geometrical details. These values approximate only.
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The characteristic length D is the diameter of the tube, outside or
inside, or the length of the plane plate. For other shapes, the hydrau-
lic diameter D), is used. With a uniform surface temperature and
assuming uniform heat transfer coefficient the inlet and exit temper-
atures are related by:

Cross-sectional area for flow
Total wetted perimeter

Dh=2rh=4><

This reduces to twice the distance between surfaces for parallel
plates or an annulus.
Simplified equations applicable to common fluids under norma
operating conditions appear in through
&l gives graphical solutions for water. However, the value
of the convective heat transfer coefficient with internal flows varies
in the direction of the flow because of the temperature dependence
of the properties of the fluids. In such a case a representative value
of the heat transfer coefficient evaluated at the inlet and exit tem-
peratures can be used in the above equation.

HEAT TRANSFER AUGMENTATION TECHNIQUES

As discussed by Bergles (1998), techniques applied to augment
(enhance) heat transfer can be classified as passive methods, which
require no direct application of external power, or as active
schemes, which require external power. Examples of passive tech-
niques include rough surfaces, extended surfaces, displaced pro-
moters, and vortex flow devices. Examples of active techniques
include mechanical aids, surface vibration, fluid vibration, and elec-
trostatic fields. The effectiveness of a given augmentation technique
depends largely on the mode of heat transfer or the type of heat
exchanger to which it is applied.

‘When augmentation is used, the dominant thermal resistances in

quation (9) should be considered; that is, do not invest in reducing
an already low thermal resistance (increasing an already high heat
transfer coefficient). Additionally, heat exchangers with a large
number of heat transfer units (NTU) show relatively small gains in
effectiveness with augmentation [see [Equations (24)| and L26)].
Finally, the increased friction factor that usually accompanies the
heat transfer augmentation must be considered.

Passive Techniques

Several examples of tubes with internal roughness or fins are
shown i Rough surfaces of the spiral repeated rib variety

are widely used to improve in-tube heat transfer with water, as in
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CORRUGATED TUBE

HELICAL INTERNAL
FINNED TUBE

AXIAL INTERNAL FINNED TUBE

Fig. 12 Typical Tube-Side Enhancements

flooded chillers. The roughness may be produced by spirally indent-
ing the outer wall, forming the inner wall, or inserting coils. Longi-
tudinal or spiral internal fins in tubes can be produced by extrusion
or forming and give a substantial increase in the surface area. The
fin efficiency (see the section on Fin Efficiency on p. 3.20) can usu-
ally be taken as unity. Twisted strips (vortex flow devices) can be
inserted as original equipment or as retrofit devices. From a practi-
cal point of view, the twisted tape width should be such that the tape
can be easily inserted or removed. Ayub and Al-Fahed (1993)
addressed the issue of the clearance between the twisted tape and
tube inside dimension.

Microfin tubes (internally finned tubes with about 60 short fins
around the circumference) are widely used in refrigerant evapora-
tion and condensers. Since the gas entering the condenser in vapor-
compression refrigeration is superheated, a considerable portion of
the condenser acts to desuperheat the flow (i.e., it is single phase).
Some data on the single-phase performance of microfin tubes,
showing considerably higher heat transfer coefficients than for
plain tubes, are available (e.g., Khanpara et al. 1986, Al-Fahed et al.
1993), but the upper Reynolds numbers of about 10,000 are lower
than those found in practice. This deficiency is being addressed in a
current ASHRAE research project.

The increased friction factor may not require increased pumping
power if the flow rate can be adjusted or if the length of the heat
exchanger can be reduced. Nelson and Bergles (1986) discuss this
issue of performance evaluation criteria, especially for HVAC
applications.

Of concern in chilled water systems is the fouling that in some
cases may seriously reduce the overall heat transfer coefficient U. In
general, fouled enhanced tubes perform better than fouled plain tubes,
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Table 7 Equations for Augmented Forced Convection (Single Phase)

Description

Equation

1. Turbulent in-tube flow of liquids
(a) Spiral repeated rib®

(b) Fins®

(c) Twisted-strip inserts®

=
B

e R R RC A
R COEC S

where
w = 0.67 =0.06(p/d) —0.490/90)
x=0.37 -0.157(p/d)
=-.66 x 109%GD/u) —0.33(c/90)
7=4.59 +4.11 x 10°%(GD/p) —0.15(p/d)

(k/ DY(f,/ 2)( )( ”“)
1+ 127(f,/ 2)0‘5[(”7“)2/ . 1:

f = [1 581n (GHD) 3.28}72

s

hD c N4, GD,\0-8 /A ,.\0.1,4~05
G R L
K Fi Note that in computing the Reynolds number for

(b) and (c) there is allowance for the reduced

D \02, 4,05

= 0.()46(&) (—F) (sec 0L)0'75 cross-sectional area.
S A

h—kd)/ (h—kd) =[1+0.769/ y

. Y=o

//’l_d) 0023((;[))08(%)04( T )0‘8(7T+2—28/ d)0'2¢

ko N k n-48/ d n-48/ d

where

o= (1,/ llw)n

_ ] 0.18 for liquid heating
™ 10.30 for liquid cooling

__0.0791 ( T )”5(n+2_26/ d)lﬁ( 2.752
- (GD/ u)0,25 75746/ d 7'5*48/ d y|‘29

II. Turbulent in-tube flow of gases
(a), (b) Bent-strip insertsd

(c) Twisted-strip insertsd

(d) Bent-tab insertsd

T \0.45 0.6
@(_W) - 0.258(@)
k \T, u

T 045 0.63
@(—“’) = 0.208 (G—D)
k \T, u

0.45 0.65
hD( ) - 0.122(G—D)
k \T, u
Note that in computing the Reynolds number

0.45 0.54
hD( ) = 0,406(92) there is no allowance for the flow blockage of
k\T, s the insert.

II1. Offset strip fins for plate-fin
heat exchangers®

GD,\-0-5403 ~ s GD,\1:340 _
N it o IS4 01499, 00678 5 g 13 GR) Y gosvs gosse, 1053
c,G u u

GD,\07422 B ) GD 4429 ol
£, = 96243( ; ) o 1855 OSOSSY 0.2659|:1 +7.669% 107 ( Hh) (X092063767yo236:|

where h/c,G, fj,, and GD,,/L are based on the hydraulic diameter, given by
Dy, = 4shl/[2(sl + hl + th) + ts]

References:
“Ravigururajan and Bergles (1985)

bCarnavos (1979) dJunkhan et al. (1985)
“Manglik and Bergles (1993) ¢Manglik and Bergles (1990)
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as shown in studies of scaling due to cooling tower water (Knudsen
and Roy 1983) and particulate fouling (Somerscales et al. 1991). A
comprehensive review of fouling with enhanced surfaces is presented
by Somerscales and Bergles (1997).

Fire-tube boilers are frequently fitted with turbulators to
improve the turbulent convective heat transfer coefficient con-
stituting the dominant thermal resistance. Also, due to the high gas
temperatures, radiation from the convectively heated insert to the
tube wall can represent as much as 50% of the total heat transfer.
(Note, however, that the magnitude of the convective contribution
decreases as the radiative contribution increases because of the
reduced temperature difference.) Two commercial bent-strip
inserts, a twisted-strip insert, and a simple bent-tab insert are
depicted in| Fi%ure 13| Design equations, for convection only, are
included in[Tabl Beckermann and Goldschmidt (1986) present
procedures to include radiation, and Junkhan et al. (1985, 1988)
give friction factor data and performance evaluations.

3.17

Several enhanced surfaces for gases are depicted in|Figure 14.
The offset strip fin is an example of an interrupted fin that 1s often
found in compact plate fin heat exchangers used for heat recovery
from exhaust air. Design equations are included in These
equations are comprehensive in that they apply to laminar and tran-
sitional flow as well as to turbulent flow, which is a necessary fea-
ture because the small hydraulic diameter of these surfaces drives
the Reynolds number down. Data for other surfaces (wavy, spine,
louvered, etc.) are given in the section on Bibliography.

Plastic heat exchangers have been suggested for HVAC appli-
cations (Pescod 1980) and are being manufactured for refriger-
ated sea water (RSW) applications. They could be made of
materials impervious to corrosion, say from acidic condensate
when cooling a gaseous stream (flue gas heat recovery), and
could easily be manufactured with enhanced surfaces. Several
companies now offer heat exchangers in plastic, including vari-
ous enhancements.

TUBE
SPAN

_ 1

BENT-STRIP INSERT

BENT-STRIP INSERT

TWISTED-STRIP INSERT

SIDE VIEW

_—

TOP VIEW

BENT-TAB INSERT

Fig. 13 Turbulators for Fire-Tube Boilers
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FINS EPOXIED TO COPPER TUBE
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lﬂBH£§BBRHH t b

OFFSET STRIP FINS IN
PLATE-FIN HEAT EXCHANGER

Fig. 14 Enhanced Surfaces for Gases



3.18 2001 ASHRAE Fundamentals Handbook (SI)
Table 8 Active Heat Transfer Augmentation Techniques and the Most Relevant Heat Transfer Modes
Heat Transfer Mode
Forced Forced
Convection Convection

Technique (Gases) (Liquids) Boiling Evaporation Condensation ~ Mass Transfer
Mechanical aids NA B C C NA B
Surface vibration B B B B B A

Fluid vibration C B B B D B
Electrostatic/Electrohydrodynamic B B A A A A
Suction/Injection C B NA NA B B

Jet impingement B B NA B NA C
Rotation C C A A A A
Induced flow B B NA NA NA C

A = Most significant B = Significant C = Somewhat significant

D = Not significant NA = Not believed to be applicable

Table 9 World-Wide Status of Active Techniques

Technique

Country or Countries

Mechanical aids

Surface vibration

Fluid vibration
Electrostatic/Electrohydrodynamic
Other electrical methods
Suction/Injection

Jet impingement

Rotation

Induced flow

Universally used in selected applications

USA; not significant

Sweden; mostly used for sonic cleaning

Japan, USA and UK successful prototypes in operation in Japan
UK, France, and USA

No significant activity

France and USA; high temperature units and aerospace applications
US industry and R&D-based in UK

USA leader in the technology, particularly in combustion

Table 10 Selected Studies on Mechanical Aids, Suction, and Injection

Source Process Heat Transfer Surface Fluid Maximum o
Valencia et al. (1996) Natural convection Fin type tube Air 0.5
Jeng et al. (1995) Natural convection/Suction Asymmetric isothermal wall Air 1.4
Inagaki and Komori (1993) Turbulent natural convection/Suction Vertical plate Air 1.8
Dhir et al. (1992) Forced convection/Injection Tube Air 1.45
Duignan et al. (1993) Forced convection/Film boiling Horizontal plate Air 2.0
Son and Dhir (1993) Forced convection/Injection Annuli Air 1.85
Malhotra and Mujumdar (1991)  Water to bed/Stirring Granular bed Air 3.0
Aksan and Borak (1987) Pool of water/Stirring Tube coils Water 1.7
Hagge and Junkhan (1975) Forced convection/Scraping Cylindrical wall Air 11.0
Hu and Shen (1996) Turbulent natural convection Converging ribbed tube Air 1.0

Active Techniques

Unlike the passive techniques, active techniques require use of
external power to sustain the enhancement mechanism.

Table 8|provides a list of the more commonly known active heat
transfer augmentation techniques and the corresponding heat trans-

fer mode believed most applicable to the particular technique. A
listing of the various active techniques and their world-wide status

is given in The rankings inand@] are based on a
comprehensive review of the pertinent literature (Ohadi et al. 1996).
shows that among the eight listed active techniques, the
electrostatic/electrohydrodynamic and rotation appear to apply to
almost all important heat transfer modes, at least from an enhance-
ment applicability view point. The information insuggests
that aside from the mechanical aids technique, which is universally
used for selected applications, most other active techniques have
limited commercial use so far and are still in the development stage.
However, the significant research progress in recent years is now
promising expedited commercialization for some of the active tech-
niques, such as the electrostatic/electrohydrodynamic (EHD) tech-

nique. The following is a brief summary of the enhancement
techniques listed in|Table 9.

Mechanical Aids. Augmentation by mechanical aids involves
stirring the fluid by mechanical means, such as mixers, stirrers, or

surface scrapers. Stirrers and mixers that scrape the surface are
extensively used in the chemical processing of highly viscous flu-
ids, such as the flow of highly viscous plastic with air. Heat
exchangers that employ mechanical aids for enhancement are often
called mechanically assisted heat exchangers. The surface scrap-
ing method is widely used for viscous liquids in the chemical pro-
cessing industry and can be applied to duct flow of gases. Hagge
and Junkhan (1974) reported tenfold improvement in heat transfer
coefficient for laminar flow of air over a flat plate. pro—
vides a listing of selected works on mechanical aids, suction, and
injection.

Injection. This method involves supplying a gas to a flowing
liquid through a porous heat transfer surface or injecting a fluid of
a similar type upstream of the heat transfer test section. Injected
bubbles produce an agitation similar to that of nucleate boiling.
Gose et al. (1957) bubbled gas through sintered or drilled heated
surfaces and found that the heat transfer coefficient increased
500% in laminar flow and about 50% in turbulent flow. Wayner
and Bankoff (1965) demonstrated that the heat transfer coefficient
could be increased by 150% if a porous block was placed on the
surface to stabilize the flow of liquid toward the surface. Tauscher
et al. (1970) demonstrated up to a five-fold increase in local heat
transfer coefficients by injecting a similar fluid into a turbulent
tube flow, but the effect dies out at a length-to-diameter ratio of 10.
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Table 11 Selected Studies on Rotation

Source Process Heat Transfer Surface Fluids Rotation Speed, rpm Max. o
Prakash and Zerle (1995) Natural convection Ribbed duct Air Given as a function 1.3
Mochizuki et al. (1994) Natural convection Serpentine duct Air Given as a function 3.0
Lan (1991) Solidification Vertical tube Water 400 NA
McElhiney and Preckshot (1977)  External condensation Horizontal tube Steam 40 1.7
Nichol and Gacesa (1970) External condensation Vertical cylinder Steam 2700 4.5
Astaf’ev and Baklastov (1970) External condensation Circular disc Steam 2500 34
Tang and McDonald (1971) Nucleate boiling Horizontal heated circular cylinder ~R-113 1400 <1.2
Marto and Gray (1971) In-tube boiling Vertical heated circular cylinder Water 2660 1.6
NA = Not Available

Table 12 Selected Studies on EHD Technique
Source Process Heat Transfer Surface/Electrode Fluid P/Q, % Max. o
Poulter and Allen (1986) Internal flow Tube/Wire Aviation fuel-hexane NA 20
Fernandez and Poulter(1987) Internal flow Tube/Wire Transformer oil NA 23
Ohadi et al. (1996) Internal flow Smooth surface/Rod PAO (oil-based fluid) 1.2 32
Ohadi et al. (1991) Internal flow Tube/Wire Air 15 3.2
Owsenek and Seyed-Yagoobi(1995)  Forced convection Horizontal flat plate Air NA 25
Ohadi et al. (1995) In-tube boiling Microfin tube/Helical R-134a 0.1 6.5
Ohadi et al. (1995) In-tube condensation ~ Smooth tube/Rod wire R-134a 0.1 7.0
Wawzyniak and Seyed-Yagoobi (1996) External condensation Enhanced and smooth tubes/ Circular rods R-113 0.08 6.2
Seyed-Yagoobi et al. (1996) Pool boiling Horizontal tube/ Straight and circular wires R-123 0.1 12.6

NA = Not Available; P = EHD Power; Q = Heat Exchanger Capacity

The practical application of injection appears to be rather limited
because of difficulty of cost-effective supplying and removing of
the injection fluid.

Suction. The suction method involves fluid removal through a
porous heated surface leading to reduced heat/mass transfer resis-
tance at the surface. Kinney (1968) and Kinney and Sparrow (1970)
reported that applying suction at the surface increased heat transfer
coefficients for laminar film and turbulent flows, respectively. For
laminar film condensation, Antonir and Tamir (1977) and Lienhard
and Dhir (1972) indicated that heat transfer coefficient can be
improved by several hundred percent when film thickening is
reduced by suction. Jeng et al. (1995) conducted experiments on a
vertical parallel channel with asymmetric, isothermal walls. A
porous wall segment was embedded into a segment of the test sec-
tion wall, and enhancement occurred as the hot air was sucked from
the channel. The local heat transfer coefficient increased with
increasing porosity. The maximum heat transfer enhancement
obtained was 140%.

Fluid or Surface Vibration. Fluid or surface vibrations are
natural processes that occur in most heat exchangers; however,
naturally occurring vibration is rarely factored into thermal design.
Vibration equipment is expensive, and use of this technique for
heat transfer enhancement does not have industrial applications at
this stage of development. Vibrations of a wire in a forced convect-
ing airflow enhanced the heat transfer to air up to 300% (Nesis
etal. 1994), depending on the amplitude of vibrations and fre-
quency. By using standing waves in a fluid, the input power was
reduced by 75% compared with a fan that provides the same heat
transfer rate (Woods 1992). Lower frequencies are preferable
because they are less harmful to those who use this method of aug-
menting heat transfer.

Rotation. Rotation is a type of heat transfer enhancement that
occurs naturally in rotating electrical machinery, gas turbine blades,
and some other equipment. The rotating evaporator, the rotating
heat pipe, the Higee distillation column, and the Rotex absorption
cycle heat pump are typical examples of previous work in this area.
In rotating evaporators, the rotation effectively distributes the liq-
uid on the outside surface of the rotating surface. Rotation of the
heat transfer surface also seems to be a promising method for effec-
tively removing the condensate and decreasing liquid film thick-
ness. Substantial increases in heat transfer coefficients have been

demonstrated by using centrifugal force, which may be several

times greater than the gravity force.

As shown in, the heat transfer enhancement obtained in
the various studies varies from slight improvement up to 450%,
depending on the system and rotation speed. The rotation technique
is of particular interest for use in two-phase flows, particularly in
boiling and condensation. It has been demonstrated that this tech-
nique is not effective in the gas-to-gas heat recovery mode in lami-
nar flow, but its application is more likely in turbulent flow. High
power consumption, sealing and vibration problems, moving parts,
and the expensive equipment required for rotation are some draw-
backs of the rotation technique.

Electrohydrodynamics. The electrohydrodynamic (EHD) en-
hancement of heat transfer refers to the coupling of an electric
field with the fluid field in a dielectric fluid medium. The net ef-
fect is the production of secondary motions that destabilize the
thermal boundary layer near the heat transfer surface, leading to
heat transfer coefficients that are often an order of magnitude
higher than those achievable by any of the conventional enhance-
ment techniques. Among the various active augmentation tech-
niques, EHD has benefited the most from substantial research in
the past two decades in Japan, the United States, and the United
Kingdom (Ohadi 1991). Its applicability for heat transfer en-
hancement in many applications has already been demonstrated,
including for refrigeration/HVAC systems, process heat exchang-
ers, waste heat recovery devices, cryogenics, aircraft environmen-
tal control systems, avionic cooling systems, and space thermal
systems.

Selected work on EHD heat transfer enhancement is listed in

The work has involved studies on phase change processes
as well as the indicated single-phase process. In fact, EHD-
enhanced boiling and condensation have attracted the most atten-
tion from industrial and academic researchers.

The EHD effect is generally applied by placing wire or plate
electrodes parallel and adjacent to the heat transfer surface.

presents four electrode configurations for augmentation o
forced-convection heat/mass transfer in-tube flows. A high-voltage,
low-current electric field charges the electrode and establishes the
electrical body force required to initiate and sustain augmentation.

When compared with other active techniques, a number of
important advantages have contributed to the fast progress of the
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EHD technique in recent years. Rotation, injection, and vibration
are generally mechanically complex and somewhat cumbersome to
manufacture. Furthermore, the energy required to operate these sys-
tems can be a significant fraction of the power employed in pump-
ing the fluid. In these respects, the EHD method of enhancement is
superior.

The safety aspect of the EHD technique may be misjudged if
careful attention is not paid to the manner in which these systems
operate. Although EHD systems work at high voltages, the fact that
very small currents are employed reduces the hazard of EHD fields
to well below that of conventional low-voltage household appli-
ances and ensures that the electrical power consumed by the EHD
process is extremely small (less than 1% in most cases). Although
the EHD technique appears to be well ahead of other active tech-
niques, a number of issues remain to be addressed before success-
ful implementation of this technique in practical heat exchangers
can be realized. The most important issues include (1) any long-
term effects the electric field may have on the heat exchanger,
working fluid, and components, (2) the development of low-cost,
high-voltage power supplies, and (3) identifying manufacturing
processes that can lead to inexpensive mass production of EHD-
enhanced heat exchangers. The encouraging news is that research
work addressing some of the issues has already been initiated by
researchers in the academic and government sectors and in private
companies and research institutions. Additional details on the prin-
ciples, applicability, and limitations of the EHD technique can be
found elsewhere (Ohadi et al. 1991; Ohadi et al. 1999; Yabe 1991).

EXTENDED SURFACE

Heat transfer from a prime surface can be increased by attaching
fins or extended surfaces to increase the area available for heat
transfer. Fins provide a more compact heat exchanger with lower
material costs for a given performance. To achieve optimum design,
fins are generally located on the side of the heat exchanger where the
heat transfer coefficients are low (such as the air side of an air-to-
water coil). Equipment with an extended surface includes natural-
and forced-convection coils and shell-and-tube evaporators and
condensers. Fins are also used inside tubes in condensers and dry
expansion evaporators.

Fin Efficiency

As heat flows from the root of a fin to its tip, temperature drops
because of the thermal resistance of the fin material. The tempera-
ture difference between the fin and the surrounding fluid is therefore
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greater at the root than at the tip, causing a corresponding variation
in the heat flux. Therefore, increases in fin length result in propor-
tionately less additional heat transfer. To account for this effect, fin
efficiency ¢ is defined as the ratio of the actual heat transferred from
the fin to the heat that would be transferred if the entire fin were at
its root or base temperature:

| n-1)aa

b (50)

i [ e, ~1,a4

where ¢is the fin efficiency, ¢, is the temperature of the surrounding
environment, and ¢, is the temperature at the fin root. Fin efficiency
is low for long fins, thin fins, or fins made of low thermal conduc-
tivity material. Fin efficiency decreases as the heat transfer coeffi-
cient increases because of the increased heat flow. For natural
convection in air-cooled condensers and evaporators, where / for the
air side is low, fins can be fairly large and fabricated from low-con-
ductivity materials such as steel instead of from copper or aluminum.
For condensing and boiling, where large heat transfer coefficients
are involved, fins must be very short for optimum use of material.

The heat transfer from a finned surface, such as a tube, which
includes both finned or secondary area A; and unfinned or prime
area A, is given by the following equation:

q = (hA,+0hA)1,~1,) (51)

Assuming the heat transfer coefficients for the finned surface and

prime surface are equal, a surface efficiency ¢ can be derived for
use in|Equation (52).

o =1-(3)a-0 (52)

g = 0,hA(1,~1,) (53)

where A is the total surface area, equal to the sum of the finned and
prime areas (A = A + Ay).

Temperature distribution and fin efficiencies for various fin
shapes are derived in most heat transfer texts. Figures 16]through
19 show curves and equations for annular fins, straight fins, and
spines. For constant thickness square fins, the efficiency of a
constant thickness annular fin of the same area can be used. More
accuracy, particularly with rectangular fins of large aspect ratio,
can be obtained by dividing the fin into circular sectors (Rich
1966).

Rich (1966) presents results for a wide range of geometries in a
compact form for equipment designers by defining a dimensionless
thermal resistance @

fo (54)

= ()G o

@ = dimensionless thermal resistance
& = fin efficiency
t, = fin thickness at fin base
[ = length dimension = r, —r, for annular fins
W = for rectangular fins
Rich (1966) also developed expressions for @, ., the maximum
limiting value of CIJ. gives @, . for annular fins of con-
stant and tapered cross section as a function of R = r,/r, (i.e., the

where
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ratio of the fin tip-to-root radii). gives @, for rectangu-
lar fins of a given geometry as determined by the sector method.

Figure 22|gives correction factors (¥®,, . ) for the determination of

Ofrom P, for both annular and rectangular fins.

Example. This example illustrates the use of the fin resistance for a rect-
angular fin typical of that for an air-conditioning coil.

Given: L = 18 mm t, = 0.15 mm
W = 12 mm h = 60 W/(m2-K)
r, = 6 mm k = 170 W/(m-K)

o

Solution: From(Figure 18fat W/r, =2.0 and L/W = 1.5,

2
= Rypanlok/ W = 112

max

2
ik .
sman = 5T5% 170 % 1000 ~ 00032 m KAV

The correction factor &¥®,,,,, which is multiplied by Ry, to give Ry
is given in |[Figure 22| as a function of the fin efficiency. As a first
approximation, the fin efficiency is calculated from Equation (54a)

assuming Ry = Ry(qy)-

y=1/ (1+hR)~ 0.72
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Interpolating between L/W =1 and L/ W =2 at W/r, = 2 gives

o/ @, =088

Therefore,

Rp = 0.88x 0.00632 = 0.00556 m>-K/ W

The above steps may now be repeated using the corrected value of fin
resistance.

o = 0.745
P, =09
Ry = 0.00569 m*-K/W
Note that the improvement in accuracy by reevaluating &/®, . is
less than 1% of the overall thermal resistance (environment to fin base).
The error produced by using Ry, Without correction is less than 3%.
For many practical cases where greater accuracy is not warranted, a

single value of Rj; obtained by estimating &®,,,,, can be used over a

range of heat transfer coefficients for a given fin. For approximate cal-
culations, the fin resistance for other values of k and 7, can be obtained
by simple proportion if the range covered is not excessive.

Schmidt (1949) presents approximate, but reasonably accurate,
analytical expressions (for computer use) for circular, rectangular,
and hexagonal fins. Hexagonal fins are the representative fin shape
for the common staggered tube arrangement in finned-tube heat
exchangers.

Schmidt’s empirical solution is given by

tanh(mr;®)

mr;®
wherem = ./2h/ ktand ®is given by
b= [(re/ r)—11[1 +0.351n(re/ ;)

For circular fins,

For rectangular fins,

r,/ r; = 1.28y/B-02,

where M and L are defined b as al2 or b/2, depending on
which is greater.

For hexagonal fins,

r,/ rp = 127yJ/B-0.3

where yand B are defined as above and M and L are defined by
as a/2 or b (whichever is less) and).5,/(a Y 2)2 + bz, respectively.

The section on Bibliography lists other sources of information on
finned surfaces.

y=M/ I B=L/ M>1

Thermal Contact Resistance

Fins can be extruded from the prime surface (e.g., the short fins
on the tubes in flooded evaporators or water-cooled condensers) or
they can be fabricated separately, sometimes of a different material,
and bonded to the prime surface. Metallurgical bonds are achieved
by furnace-brazing, dip-brazing, or soldering. Nonmetallic bonding
materials, such as epoxy resin, are also used. Mechanical bonds are
obtained by tension-winding fins around tubes (spiral fins) or
expanding the tubes into the fins (plate fins). Metallurgical bonding,
properly done, leaves negligible thermal resistance at the joint but is
not always economical. Thermal resistance of a mechanical bond

3.23

Fig. 24 Hexagonal Tube Array

may or may not be negligible, depending on the application, quality
of manufacture, materials, and temperatures involved. Tests of plate
fin coils with expanded tubes have indicated that substantial losses
in performance can occur with fins that have cracked collars; but
negligible thermal resistance was found in coils with continuous
collars and properly expanded tubes (Dart 1959).

Thermal resistance at an interface between two solid materials is
largely a function of the surface properties and characteristics of
the solids, the contact pressure, and the fluid in the interface, if any.
Eckels (1977) models the influence of fin density, fin thickness,
and tube diameter on contact pressure and compared it to data for
wet and dry coils. Shlykov (1964) shows that the range of attain-
able contact resistances is large. Sonokama (1964) presents data on
the effects of contact pressure, surface roughness, hardness, void
material, and the pressure of the gas in the voids. Lewis and Sauer
(1965) show the resistance of adhesive bonds, and Kaspareck
(1964) and Clausing (1964) give data on the contact resistance in a
vacuum environment.

Finned-Tube Heat Transfer

The heat transfer coefficients for finned coils follow the basic
equations of convection, condensation, and evaporation. The ar-
rangement of the fins affects the values of constants and the expo-
nential powers in the equations. It is generally necessary to refer to
test data for the exact coefficients.
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For natural-convection finned coils (gravity coils), approximate
coefficients can be obtained by considering the coil to be made of
tubular and vertical fin surfaces at different temperatures and then
applying the natural-convection equations to each. This calculation
is difficult because the natural-convection coefficient depends on the
temperature difference, which varies at different points on the fin.

Fin efficiency should be high (80 to 90%) for optimum natural-
convection heat transfer. A low fin efficiency reduces the tempera-
ture near the tip. This reduces Az near the tip and also the coefficient
h, which in natural convection depends on At. The coefficient of heat
transfer also decreases as the fin spacing decreases because of inter-
fering convection currents from adjacent fins and reduced free-flow
passage; 50 to 100 mm spacing is common. Generally, high coeffi-
cients result from large temperature differences and small flow
restriction.

Edwards and Chaddock (1963) give coefficients for several cir-
cular fin-on-tube arrangements, using fin spacing J as the charac-
teristic length and in the form Nu = f(GrPrd/D,), where D,, is the fin
diameter.

Forced-convection finned coils are used extensively in a wide
variety of equipment. The fin efficiency for optimum performance
is smaller than that for gravity coils because the forced-convection
coefficient is almost independent of the temperature difference
between the surface and the fluid. Very low fin efficiencies should
be avoided because an inefficient surface gives a high (uneconom-
ical) pressure drop. An efficiency of 70 to 90% is often used.

As fin spacing is decreased to obtain a large surface area for heat
transfer, the coefficient generally increases because of higher air
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velocity between fins at the same face velocity and reduced equiv-
alent diameter. The limit is reached when the boundary layer formed
on one fin surface begins to interfere with the boundary
layer formed on the adjacent fin surface, resulting in a decrease of
the heat transfer coefficient, which may offset the advantage of
larger surface area.

Selection of the fin spacing for forced-convection finned coils usu-
ally depends on economic and practical considerations, such as foul-
ing, frost formation, condensate drainage, cost, weight, and volume.
Fins for conventional coils generally are spaced 1.8 to 4.2 mm apart,
except where factors such as frost formation necessitate wider spacing.

Several means are used to obtain higher coefficients with a given
air velocity and surface, usually by creating air turbulence, generally
with a higher pressure drop: (1) staggered tubes instead of in-line
tubes for multiple-row coils; (2) artificial additional tubes, or collars
or fingers made by suitably forming the fin materials; (3) corrugated
fins instead of plane fins; and (4) louvered or interrupted fins.

shows data for one-row coils. The thermal resistances
plotted include the temperature drop through the fins, based on one
square metre of total external surface area.

The section on Bibliography lists other sources of information
on fins.

SYMBOLS
A = surface area for heat transfer
A = cross-sectional flow area

C = conductance; or fluid capacity rate
Cy, C, = Planck’s law constants [see]
coefficient or constant
specific heat at constant pressure
specific heat at constant volume
tube (inside) or rod diameter; or diameter of the vessel
diameter; or prefix meaning differential
electric field
emissivity; or protuberance height
angle factor [seq[Equations (40) and
Fourier number (see[Table ] and l and.
Fanning friction factor for single- phase flow; or electric body
force
mass velocity; or irradiation
Grashof number
gravitational acceleration
heat transfer coefficient; or offset strip fin height
modified Bessel function
inside diameter
mechanical equivalent of heat; or radiosit
heat transfer factor [see
thermal conductivity
length; or height of liquid film
length; or length of one module of offset strip fins
mass; or molecular mass
general exponent
mass rate of flow
= general number [seq Equation (2) in Table 5|0r|Tdble 7 (c)l]; or
ratio r/r,, (seem [Figures 2] Bl and B]; or number of blades
NTU = number of exchanger heat transfer units [see ]
Nu = Nusselt number
p = pressure; or fin pitch; or repeated rib pitch
Pr = Prandtl number
= rate of heat transfer
= heat flux
R = thermal resistance
Re = pipe Reynolds number (GD/p); or film Reynolds number (41" /n)
Re* = rotary Reynolds number (DZNp/ﬁ
r = radius
s = lateral spacing of offset fin strips
T = absolute temperature
t = temperature; or fin thickness at base
= overall heat transfer coefficient
= linear velocity
= work; or total rate of energy emission; or fin dimension
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W, = monochromatic emissive power
x, ¥, z = lengths along principal coordinate axes

Y = temperature ratio (see[Figures 2]B] and @)

y = one-half diametrical pitch of a twisted tape: length of 180°
revolution/tube diameter

Z = ratio of fluid capacity rates [see |[Equation (18)]

o = thermal diffusivity = k/p ¢, [Equation (Z8]]; or absorptance; or
spiral angle for helical fins; or aspect ratio of offset strip fins, s/h;
or enhancement factor: ratio of enhanced to unenhanced heat
transfer coefficient—conditions remaining the same.

B = coefficient of thermal expansion; or contact angle of rib profile

I'" = mass flow of liquid per unit length

Y = ratio, t/s

A = difference between values

8 = distance between fins; or ratio #/I; or thickness of twisted tape

€ = hemispherical emittance; or exchanger heat transfer
effectiveness [see ]; or dielectric constant

A = wavelength

W = absolute viscosity

v = kinematic viscosity

p = density; or reflectance

¢ = Stefan-Boltzmann constant

T = time; or transmittance [see [Equation (39)]

@ = fin resistance defined by|Equation (54); ®,,,, is maximum
limiting value of @

¢ = fin efficiency [see|Equation (50;| ; or angle [see [Equation (41))];

or temperature correction factor [see[Table 7(c

Subscripts
= augmented
= blackbody; or based on bulk fluid temperature
= convection; or critical; or cold (fluid)
= equivalent; or environment
film; or fin
= finite cylinder
frs = finite rectangular solid
= gas
horizontal; or hot (fluid); or hydraulic
i = inlet; or inside; or particular surface (radiation); or based on
maximum inside (envelope) diameter
ic = infinite cylinder
if = interface
is = infinite slab
iso = isothermal conditions
J = particular surface (radiation)
k = particular surface (radiation)
L = thickness
1
m

oo o >
I}

=00
Il

= liquid
= mean
max = maximum
min = minimum
= counter variable
= outside; or outlet; or overall; or at base of fin
prime heat transfer surface
= radiation; or root (fin); or reduced
= surface; or secondary heat transfer surface; or straight or plain;
or accounting for flow blockage of twisted tape
= static (pressure)
temperature; or terminal temperature; or tip (fin)
vapor; or vertical
= wall; or wafer
= monochromatic
= bulk

v N Q3
I

g T <« 8
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CHAPTER 4

TWO-PHASE FLOW

BOIlINgG .ot
CONAENSING ..ot
Pressure Drop .......oocceeveeevceiiiiiiiiiieeiee e
Enhanced Surfaces ............cooeeeveeeeeneeceecnennnn.
SYIMBDOLS ..ot

'WO-PHASE FLOW is encountered extensively in the air-con-

ditioning, heating, and refrigeration industries. A combination
of liquid and vapor refrigerant exists in flooded coolers, direct-
expansion coolers, thermosiphon coolers, brazed and gasketed plate
evaporators and condensers, and tube-in-tube evaporators and con-
densers, as well as in air-cooled evaporators and condensers. In the
pipes of heating systems, steam and liquid water may both be
present. Because the hydrodynamic and heat transfer aspects of
two-phase flow are not as well understood as those of single-phase
flow, no single set of correlations can be used to predict pressure
drops or heat transfer rates. Instead, the correlations are for specific
thermal and hydrodynamic operating conditions.

This chapter presents the basic principles of two-phase flow and
provides information on the vast number of correlations that have
been developed to predict heat transfer coefficients and pressure
drops in these systems.

BOILING

Commonly used refrigeration evaporators are (1) flooded evapo-
rators, where refrigerants at low fluid velocities boil outside or inside
tubes; and (2) dry expansion shell-and-tube evaporators, where refrig-
erants at substantial fluid velocities boil outside or inside tubes.

Two-phase heat and mass transport are characterized by various
flow and thermal regimes, whether vaporization takes place under
natural convection or in forced flow. Unlike single-phase flow

systems, the heat transfer coefficient for a two-phase mixture
depends on the flow regime, the thermodynamic and transport
properties of both the vapor and the liquid, the roughness of the
heating surface, the wetting characteristics of the surface-liquid
pair, and other parameters. Therefore, it is necessary to consider
each flow and boiling regime separately to determine the heat
transfer coefficient.

Accurate data defining limits of regimes and determining the
effects of various parameters are not available. The accuracy of cor-
relations in predicting the heat transfer coefficient for two-phase
flow is in most cases not known beyond the range of the test data.

Boiling and Pool Boiling in Natural
Convection Systems

Regimes of Boiling. The different regimes of pool boiling
described by Farber and Scorah (1948) verified those suggested by
Nukiyama (1934). The regimes are illustrated in[Figure T| When the
temperature of the heating surface is near the fluid saturation tem-
perature, heat is transferred by convection currents to the free sur-
face where evaporation occurs (Region I). Transition to nucleate
boiling occurs when the surface temperature exceeds saturation by
a few degrees (Region II).

In nucleate boiling (Region III), a thin layer of superheated lig-
uid is formed adjacent to the heating surface. In this layer, bubbles
nucleate and grow from spots on the surface. The thermal resistance

[<+— INTERFACE EVAPORATION

BUBBLES
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PURE CONVECTION HEAT
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Fig.1 Characteristic Pool Boiling Curve

The preparation of this chapter is assigned to TC 1.3, Heat Transfer and
Fluid Flow.
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of the superheated liquid film is greatly reduced by bubble-induced
agitation and vaporization. Increased wall temperature increases
bubble population, causing a large increase in heat flux.

As heat flux or temperature difference increases further and as
more vapor forms, the flow of the liquid toward the surface is inter-
rupted, and a vapor blanket forms. This gives the maximum heat
flux, which is at the departure from nucleate boiling (DNB) at point
a,This flux is often termed the burnout heat flux or boil-
ing crisis because, for constant power-generating systems, an
increase of heat flux beyond this point results in a jump of the
heater temperature (to point c,|Figure 1), often beyond the melting
point of a metal heating surface.

In systems with controllable surface temperature, an increase
beyond the temperature for DNB causes a decrease of heat flux den-
sity. This is the transition boiling regime (Region IV); liquid alter-
nately falls onto the surface and is repulsed by an explosive burst of
vapor.

At sufficiently high surface temperatures, a stable vapor film
forms at the heater surface; this is the film boiling regime (Regions
V and VI). Because heat transfer is by conduction (and some radia-
tion) across the vapor film, the heater temperature is much higher
than for comparable heat flux densities in the nucleate boiling
regime. The minimum film boiling (MFB) heat flux (point b) is the
lower end of the film boiling curve.

Free Surface Evaporation. In Region I, where surface temper-
ature exceeds liquid saturation temperature by less than a few
degrees, no bubbles form. Evaporation occurs at the free surface by
convection of superheated liquid from the heated surface. Correla-
tions of heat transfer coefficients for this region are similar to those
for fluids under ordinary natural convection [[Equations (T)]through

[(4) in Table 1].

Nucleate Boiling. Much information is available on boiling heat
transfer coefficients, but no universally reliable method is available
for correlating the data. In the nucleate boiling regime, heat flux
density is not a single, valued function of the temperature but
depends also on the nucleating characteristics of the surface, as
illustrated by(Berenson 1962).

The equations proposed for correlating nucleate boiling data can
be putin a form that relates heat transfer coefficient / to temperature
difference (t,, — t,,):
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Fig. 2 Effect of Surface Roughness on Temperature in

Pool Boiling of Pentane

2001 ASHRAE Fundamentals Handbook (SI)

h = constant (tw—lm;)a M

Exponent a is normally about 3 for a plain, smooth surface; its
value depends on the thermodynamic and transport properties of the
vapor and the liquid. Nucleating characteristics of the surface,
including the size distribution of surface cavities and the wetting
characteristics of the surface-liquid pair, affect the value of the mul-
tiplying constant and the value of the exponent a in .

A generalized correlation cannot be expected without consider-
ation of the nucleating characteristics of the heating surface. A sta-
tistical analysis of data for 25 liquids by Hughmark (1962) shows
that in a correlation not considering surface condition, deviations of
more than 100% are common.

In the following sections, correlations and nomographs for pre-
diction of nucleate and flow boiling of various refrigerants are
given. For most cases, these correlations have been tested for
refrigerants, such as R-11, R-12, R-113, and R-114, that have now
been identified as environmentally harmful and are no longer
being used in new equipment. Extensive research on the thermal
and fluid characteristics of alternative refrigerants/refrigerant mix-
tures has taken place in recent years, and some correlations have
been suggested.

Stephan and Abdelsalam (1980) developed a statistical ap-
proach for estimating the heat transfer during nucleate boiling. The
correlation [Equation (5) in Table 1] should be used with a fixed
contact angle 0 regardless of the fluid. Cooper (1984) proposed a
dimensional correlation for nucleate boiling, shown as[Equation (6)

The dimensions required are listed in[Table ] This cor-
relation is recommended for fluids with poorly defined physical
properties.

Gorenflo (1993) proposed a nucleate boiling correlation based
on a set of reference conditions and a base heat transfer coefficient
as shown in[Equation (7) in Table 1] The correlation was devel-
oped for a reduced pressure p,. of 0.1 and the reference conditions
given in[Table 1] Base heat transfer coefficients are given for three
fluids in [Table 1,]and Gorenflo (1993) should be consulted for
additional fluids.

In addition to correlations dependent on thermodynamic and
transport properties of the vapor and the liquid, Borishansky et al.
(1962) and Lienhard and Schrock (1963) documented a correlating
method based on the law of corresponding states. The properties
can be expressed in terms of fundamental molecular parameters,
leading to scaling criteria based on the reduced pressure, p, = p/p,.,
where p_. is the critical thermodynamic pressure for the coolant. An
example of this method of correlation is shown inThe ref-
erence pressure p* was chosen as p* = 0.029p,.. This correlation
provides a simple method for scaling the effect of pressure if data
are available for one pressure level. It also has an advantage if the
thermodynamic and particularly the transport properties used in
several equations inre not accurately known. In its present
form, this correlation gives a value of a = 2.33 for the exponent in

[Equation (T)]and consequently should apply for typical aged metal
surfaces.

There are explicit heat transfer coefficient correlations based on
the law of corresponding states for various substances (Borishansky
and Kosyrev 1966), halogenated refrigerants (Danilova 1965), and
flooded evaporators (Starczewski 1965). Other investigations
examined the effects of oil on boiling heat transfer from diverse
configurations, including boiling from a flat plate (Stephan 1963b);
a 14.0 mm OD horizontal tube using an oil-R-12 mixture (Tscher-
nobyiski and Ratiani 1955); inside horizontal tubes using an oil-
R-12 mixture (Breber et al. 1980, Worsoe-Schmidt 1959, Green and
Furse 1963); and commercial copper tubing using R-11 and R-113
with oil content to 10% (Dougherty and Sauer 1974). Additionally,
Furse (1965) examined R-11 and R-12 boiling over a flat horizontal
copper surface.
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Table 1 Equations for Boiling Heat Transfer
Description References Equations
Free convection Jakob (1949 and
Free convection boiling, or boiling without 1957) Nu = C(Gr)"(Pr)" (1
bubbles for low Ar and GrPr < 108
(all properties based on liquid state)
Vertical submerged surface Nu = 0.61(Gr)*25(Pr)0-25 2)
Horizontal submerged surface Nu = 0.16(Gr)3(Pr)'3 3)
Simplified equation for water h ~ 80(AN'3, where h is in W/(m?-K), At in K (4)
Nucleate boiling Stephan and LD 05, gD 067(h. D2\ oy _ 5 433 (5)
Abdelsalam (1980)  ——¢ = 00546 [(El’) ( '] H fed (p 1—P )
kp P/ \AKT, ai ]
o 1/2
where D, = 0.02089[——-—————-———} with © = 35°
g(p;—py)
0.12-04343In(R)) —0.5( q\*%7
Cooper (1984) h = 55P, (-0.43431InP )M (Z) (6)
where 4 is in W/(m2~K), g/A is in W/m2, and Rp is surface roughness in um
g/A Y R,\0133
Gorenflo (1993) h=h F ( ) (__ o
o' PF (q/A)g Rpu
where reference conditions are (g/A), = 20 000 W/m?, R,, =04 um
P
Fpp=12P "7 +25p + —~ ®)
r r 1 _ Pr
nf=09-03p° ©
For all fluids except water and helium.
Fluid h,, W/(m?-K)
R-134a 4500
R-22 3900
Ammonia 7000
.. 2 0.25
Critical heat flux gllxéa;tre‘l;izle((ll 9965 21)) q/A { o’y } _ K, 10)
) P 08(P—P,)
For many liquids, K, varies from 0.12 to 0.16.
Recommended average value is 0.13.
Minimum heat flux in film boiling from Zuber (1959) /A [_(_p_'iﬂv_)_} "3 _ 0.09 an
horizontal plate pyhlog(p—p,)
{ 20, } 0.5
2
- - . 2 7025 _
g(p;—p,)D
hMolr’;;’;I‘::; ﬁilitng‘;;m film boiling from Lienhard and Wong ~ 4/A. {.._____(p 1+P) } = 0.114 L e (12)
(1963) Pyl 018(P1—Py) [1 + 20, }
2
g(p;—p,)D
P8P, —p,)7%3
Minimum temperature difference for Berenson (1961) (1= tsa) = 0427"}‘("&[7:6““}
film boiling from horizontal plate v I Fy
o, 0.5 W, 173
“lweml [55) 03
g(p;—py) P;=Py
h o= 0425 k;‘ypvhfgg(p,—pv) 023
Film boiling from horizontal plate Berenson (1961) - W, (1~ 1,/ 0,/8(P,—p,) (14)
k3 ( _ )h 0.25
Film boiling from horizontal cylinders Anderson et al. h = 0.62 [——V—P—ZE—F—)—[——B—V———&"} (15)

Effect of radiation

(1966)

Anderson et al.
(1966)

Dl’lv(tw - txa[)

Substitute £, = Ay | 1+04c 2t
ubstitute fg_ fg + 0. LP h
g
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Table 1 Equations for Boiling Heat Transfer (Continued)

Description References Equations
Effect of surface tension and of pipe Breen and Westwater A/D < 0.8: W(A)B/F = 0.60 (16)
diameter (1962) 0.8<A/D<8: hDY?/F=0.62 (17)
8<A/D: h(A)*P/F = 0.016 (A/D)*83 (18)
o 0.25
where A = 21 [-————-——[—————}
g(p;—p,)
F = I:__pvhl.ég(p]_pv)kglo'zs
l’lv(tw - txa[)
Turbulent film Frederking and Nu = 0.15 (Ra)"3for Ra > 5 x 107 (19)
Clark (1962)
3 1/3
Y Dg(p,- P,)(ﬂ) ( hy, N 0.4)(_1
v\%pv kv cp(tw_txat) 8
a = local acceleration
30.0 40
x 20.0
'r‘m 3.5
% 100 /‘A
N -X) 3.0
S 6.0 va &5 \
l_EJ 2:8 éi; 25 N 200
== ~N im
. 3.0 P% EE / /IS'/; tup,
o 20 ZE 20 0 Myt
T st 2 ] e ™
2 i 5 vo M-I -
0.8
‘? 0.6 1 §§ I / \\
S0 = W ~
03
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Fig. 3 Correlation of Pool Boiling Data in Terms
of Reduced Pressure

Maximum Heat Flux and Film Boiling

Maximum or critical heat flux and the film boiling region are not
as strongly affected by conditions of the heating surface as the heat
flux in the nucleate boiling region, making analysis of DNB and of
film boiling more tractable.

Carey (1992) provides a review of the mechanisms that have
been postulated to cause the DNB phenomenon in pool boiling.
Each model is based on the scenario that vapor blankets, which lead
to an increased thermal resistance, exist on portions of the heat
transfer surface. It has been proposed that these blankets may result
from Helmholtz instabilities.

When DNB (point a,|Figure 1)|is assumed to be a hydrodynamic
instability phenomenon, a simple relation] Equation (10) in Table 1]
can be derived to predict this flux for pure, wetting liquids (Kutate-
ladze 1951, Zuber et al. 1962). The dimensionless constant K varies
from approximately 0.12 to 0.16 for a large variety of liquids. The
effect of wettability is still in question. Van Stralen (1959) found that
for liquid mixtures, DNB is a function of the concentration.

The minimum heat flux density (point b, in film boiling
from a horizontal surface and a horizontal cylinder can be predicted
by Equations (11) and [(12) in Table 1]} The numerical factors 0.09
and 0.114 were adjusted to fit experimental data; values predicted
by two analyses were approximately 30% higher.
[Table 1| predicts the temperature difference at minimum heat flux of
film boiling.

The heat transfer coefficient in film boiling from a horizontal
surface can be predicted by [Equation (14) in Table 1} and from a
horizontal cylinder by[Equafion (I5) in Table T|(Bromley 1950),

250 500 750 1000 1250 1500 1750 2000 2250 2500
FLOODED EVAPORATOR LIQUID, mm

Fig. 4 Boiling Heat Transfer Coefficients for
Flooded Evaporator

which has been generalized to include the effect of surface tension
and cylinder diameter, as shown in [Equations (16), (T7), and (I8) in
(Breen and Westwater 1962).

Frederking and Clark (1962) found that for turbulent film boil-
ing,|Equation (19) in Table I |agrees with data from experiments at
reduced gravity (Rohsenow 1963, Westwater 1963, Kutateladze
1963, Jakob 1949 and 1957).

Flooded Evaporators

Equations in[Table 1| merely approximate heat transfer rates in
flooded evaporators. One reason is that vapor entering the evaporator
combined with vapor generated within the evaporator can produce
significant forced convection effects superimposed on those caused
by nucleation. Nonuniform distribution of the two-phase, vapor-lig-
uid flow within the tube bundle of shell-and-tube evaporators or the
tubes of vertical-tube flooded evaporators is also important.

Bundle data and design methods for plain, low fin, and enhanced
tubes have been reviewed in Thome (1990) and Collier and Thome
(1996).

Typical performance of vertical tube natural circulation evapo-
rators, based on data for water, is shown in [Figure 4Perry 1950).
Low coefficients are at low liquid levels because insufficient liquid
covers the heating surface. The lower coefficient at high levels is the
result of an adverse effect of hydrostatic pressure on temperature
difference and circulation rate. Perry (1950) noted similar effects in
horizontal shell-and-tube evaporators.
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Constant heat flux; tube diameter approximately 13 mm
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Fig.5 Flow Regimes in Typical Smooth Horizontal Tube Evaporator

Forced-Convection Evaporation in Tubes

Flow Mechanics. When a mixture of liquid and vapor flows
inside a tube, a number of flow patterns occur, depending on the
mass fraction of liquid, the fluid properties of each phase, and the
flow rate. In an evaporator tube, the mass fraction of liquid
decreases along the circuit length, resulting in a series of changing
vapor-liquid flow patterns. If the fluid enters as a subcooled liquid,
the first indications of vapor generation are bubbles forming at the
heated tube wall (nucleation). Subsequently, bubble, plug, churn (or
semiannular), annular, spray annular, and mist flows can occur as
the vapor content increases for two-phase flows in horizontal tubes.
Idealized flow patterns are illustrated in[Figure 5A]for a horizontal
tube evaporator.

Because nucleation occurs at the heated surface in a thin sublayer
of superheated liquid, boiling in forced convection may begin while
the bulk of the liquid is subcooled. Depending on the nature of the
fluid and the amount of subcooling, the bubbles formed can either
collapse or continue to grow and coalesce [(Figure 5AJ, as Gouse
and Coumou (1965) observed for R-113. Bergles and Rohsenow
(1964) developed a method to determine the point of incipient sur-
face boiling.

After nucleation begins, bubbles quickly agglomerate to form
vapor plugs at the center of a vertical tube, or, as shown in

vapor plugs form along the top surface of a horizontal tube. At

the point where the bulk of the fluid reaches saturation temperature,
which corresponds to local static pressure, there will be up to 1%
vapor quality because of the preceding surface boiling (Guerrieri
and Talty 1956).

Further coalescence of vapor bubbles and plugs results in churn,
or semiannular flow. If the fluid velocity is high enough, a continu-
ous vapor core surrounded by a liquid annulus at the tube wall soon
forms. This annular flow occurs when the ratio of the tube cross sec-
tion filled with vapor to the total cross section is approximately 85%.
With common refrigerants, this equals a vapor quality of about 0% to
30%. Vapor quality is the ratio of mass (or mass flow rate) of vapor
to total mass (or mass flow rate) of the mixture. The usual flowing
vapor quality or vapor fraction is referred to throughout this discus-
sion. Static vapor quality is smaller because the vapor in the core
flows at a higher average velocity than the liquid at the walls (see
Chapter 2).

If two-phase mass velocity is high [greater than 200 kg/(s-m2)
for a 12 mm tube], annular flow with small drops of entrained liquid

in the vapor core (spray) can persist over a vapor quality range from
about 10% to more than 90%. Refrigerant evaporators are fed from
an expansion device at vapor qualities of approximately 20%, so
that annular and spray annular flow predominate in most tube
lengths. In a vertical tube, the liquid annulus is distributed uni-
formly over the periphery, but it is somewhat asymmetric in a hor-
izontal tubm. As vapor quality reaches about 80%, the
surface dries out. Chaddock and Noerager (1966) found that in a
horizontal tube, dryout occurs first at the top of the tube and
progresses toward the bottom with increasing vapor quality[(Figure]
[SA].

If two-phase mass velocity is low [less than 200 kg/(s-m?) for a
12 mm horizontal tube], liquid occupies only the lower cross section
of the tube. This causes a wavy type of flow at vapor qualities above
about 5%. As the vapor accelerates with increasing evaporation, the
interface is disturbed sufficiently to develop annular flow
[BBY Liquid slugging can be superimposed on the flow configura-
tions illustrated; the liquid forms a continuous, or nearly continu-
ous, sheet over the tube cross section. The slugs move rapidly and at
irregular intervals. Kattan et al. (1998a) presented a general method
for prediction of flow pattern transitions (i.e., a flow pattern map)
based on observations for R-134a, R-125, R-502, R-402A, R-404A,
R-407C, and ammonia.

Heat Transfer. It is difficult to develop a single relation to
describe the heat transfer performance for evaporation in a tube over
the full quality range. For refrigerant evaporators with several per-
centage points of flash gas at entrance, it is less difficult because
annular flow occurs in most of the tube length. The reported data are
accurate only within geometry, flow, and refrigerant conditions
tested; therefore, a large number of methods for calculating heat
transfer coefficients for evaporation in tubes is presented in
(also see[Figures 6]through]8].

[Figure 6]gives heat transfer data for R-22 evaporating in a 19.6
mm tube (Gouse and Coumou 1965). At low mass velocities [below
200 kg/(s- m?)], the wavy flow regime shown in robably
exists, and the heat transfer coefficient is nearly constant along the
tube length, dropping at the tube exit as complete vaporization
occurs. At higher mass velocities, the flow pattern is usually annu-
lar, and the coefficient increases as vapor accelerates. As the sur-
face dries and the flow reaches a 90% vapor quality, the coefficient
drops sharply.

[Equation (1) in Table 2]is used to estimate average heat transfer
coefficients for refrigerants evaporating in horizontal tubes (Pierre
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Table 2 Equations for Forced Convection Evaporation in Tubes
Equations Comments and References
Horizontal Tubes
kN\[(GD \2(J AxhN\T" . o
h = C, (E)[(—-—— ) (—.—l—,——g)} (1) Average coefficients for R-12 and R-22 evaporating in copper tubes of 12.0 and 16.0
Hy mm ID, from 4.1 to 9.5 m long, and at evaporating temperatures from —20 to 0°C
where (Pierre 1955, 1957).

C1=0.0009 and n = 0.5 for exit qualities < 90%
C; =0.0082 and n = 0.4 for 6 K superheat at exit

[Equation (1) Jvith €, = 0.0225 and n = 0.375

h = Ehf+ Shy,.p,
where

1.16

E = 1+24000B)'"°+137(1/x,)"*

-1
S = [1+0.00000115E°Re; "]

hy = 0.023Re;*Pr) (k,/d)

_ G(l-x)d

= -—--—-—u]

Iyep is found from [Equation (6) in Table 1} which has

units W/mZ. If tube is horizontal and Fr < 0.05, use
following multipliers:

(0.1-2Fr) 1/2
E, = Fr S, = Fr;

Re,

c, c,
h = (C,C,*(25Fr;) + C3B, Fy)hy

where hfis found from|Equations (5) and shown above.

Constant Convective Nucleate Boiling
C, 1.136 0.6683
C, -0.9 -0.2
Gy 667.2 1058
Cy 0.7 0.7
Cs 0.3 0.3

(@]

(3)
“)
)
6

)

Use convective constants if C, < 0.65 and nucleate if C,, > 0.65. Cs

= 0 for vertical tubes and horizontal with Fr; > 0.04.

Average coefficients for R-22 evaporating at temperatures from 4.4 to 26°C in an 8.7
mm ID tube, 2.4 m long (Altman et al. 1960b).

Compiled from a data base of 3693 data points including data for R-11, R-12,
R-22, R-113, R-114, and water. Useful for vertical flows and horizontal flows
(Gungor and Winterton 1986).

Compiled from a database of 5246 data points including data for R-11, R-12,
R-22, R-113, R-114, R-152a, nitrogen, neon, and water. Tube sizes ranged from
5 mm to 32 mm (Kandlikar 1990).

Fluid Fy

R-22 2.2

R-12 1.5

R-152a 1.1
Vertical Tubes

h=3.4m(1/X,,)04
h = 3.5m,(1/X,)%3

where
hy is from (3), X,, from (7), h; from (6)

h = 0.74h; [B, x 10* + (1/X,)*7]
where
B, is from (5), h; from (6), X, from (7)
h= hmic + hmac
where
hmac = th c
Tyic = 0.00122 (S, )(E )(AHO24(Ap)0-7>
F.and S, fromn
k79 (c,)045p 049 025
= - P °C
60501029, joéz4 024

®)
©)

10)

an

12)
13)

and @ were fitted to experimental data for vertical upflow in tubes. Both

relate to forced-convection evaporation regions where nucleate boiling is suppressed
(Guerrieri and Talty 1956, Dengler and Addoms 1956). A multiplying factor is
recommended when nucleation is present.

Local coefficients for water in vertical upflow in tubes with diameters from 3.0 to 11 mm
and lengths of 380 to 1020 mm. The boiling number B,, accounts for nucleation effects,
and the Martinelli parameter X, for forced-convection effects (Schrock and Grossman
1962).

Chen developed this correlation reasoning that the nucleation transfer mechanism
(represented by £,,;.) and the convective transfer mechanism (represented by #,,,.) are
additive. h,,,. is expressed as a function of the two-phase Reynolds number after
Martinelli, and 4, is obtained from the nucleate boiling correlation of Forster and
Zuber (1955). S is a suppression factor for nucleate boiling (Chen 1963).

Note: Except for dimensionless equations, inch-pound units (Ib,, h, ft, °F, and Btu) must be used.
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1955, 1957). A number of methods are also available to estimate
local heat transfer coefficients during evaporation.
through[(6) in Table 2 summarize the Gungor and Winterton (1986)
model, while[Equation (7)] gives the Kandlikar (1990) model. In
addition, the Shah (1982) model is also recommended for estimat-
ing local heat transfer coefficients during annular flow. These local
models have been found accurate for a wide range of refrigerants
but do not include mechanisms to model dryout. The flow pattern
based model of Kattan et al. (1998b) includes specific models for
each flow pattern type and has been tested with the newer refriger-
ants such as R-134a and R-407C.

Heat transfer coefficients during flow in vertical tubes can be

estimated with[Equations (8)] [@1 and[(10) in Table 2] The Chen

correlation shown in [Equations (ID)] through [(13) in Table 2

includes terms for the velocity effect (convection) and heat flux
(nucleation) and produces local heat transfer coefficients as a func-
tion of local vapor quality. The method developed by Steiner and
Taborek (1992) includes an asymptotic model for the convection
and nucleation component of heat transfer and is recommended for
most situations.

The effect of lubricant on the evaporation heat transfer coeffi-
cients has been studied by a number of authors (Schalger et al. 1988,
Eckels et al. 1993, and Zeurcher et al. 1999). Schalger et al. and
Eckels et al. showed that the average heat transfer coefficients dur-
ing evaporation of R-22 and R-134a in smooth and enhanced tubes
are in general decreased by presence of lubricant (up to a 20% re-
duction at a 5% lubricant concentration by mass). Slight enhance-
ments at lubricant concentrations under 3% are observed with some
refrigerant lubricant mixtures. Zeurcher et al. (1999) studied local
heat transfer coefficients of refrigerant/lubricant mixtures in the dry
wall region of the evaporator (see[Figure 5] and proposed prediction
methods. The effect of lubricant concentration on local heat transfer
coefficients was shown to be dependent on the mass flux and vapor
quality. At low mass fluxes, the oil sharply decreased performance,
while at higher mass fluxes, enhancements at certain vapor qualities
were seen.
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CONDENSING

In most applications that use the condensation process, conden-
sation is initiated by removing heat at a solid-vapor interface, either
through the walls of the vessel containing the saturated vapor or
through the solid surface of a cooling mechanism placed within the
saturated vapor. If a sufficient amount of energy is removed, the
local temperature of the vapor near the interface will drop below its
equilibrium saturation temperature. Because the heat removal pro-
cess creates a temperature gradient with the lowest temperature near
the interface, vapor droplets most likely form at this location. This
defines one type of heterogeneous nucleation that can result in either
dropwise condensation or film condensation, depending on the phys-
ical characteristics of the solid surface and the working fluid.

Dropwise condensation occurs on the cooling solid surface
when its surface free energy is relatively low compared to that of the
liquid. Examples of this type of interface include highly polished or
fatty acid-impregnated surfaces in contact with steam. Film con-
densation occurs when a cooling surface having relatively high sur-
face free energy contacts a fluid having lower surface free energy
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(see Isrealachvili 1991). This is the type of condensation that occurs
in most systems.

The rate of heat transport depends on the condensate film thick-
ness, which depends on the rate of vapor condensation and the rate
of condensate removal. At high reduced pressures, the heat transfer
coefficients for dropwise condensation are higher than those avail-
able in the presence of film condensation at the same surface load-
ing. Atlow reduced pressures, the reverse is true. For example, there
is a reduction of 6 to 1 in the dropwise condensation coefficient of
steam when saturation pressure is decreased from 90 to 16 kPa. One
method for correlating the dropwise condensation heat transfer
coefficient employs nondimensional parameters, including the
effect of surface tension gradient, temperature difference, and fluid
properties.

When condensation occurs on horizontal tubes and short verti-
cal plates, the condensate film motion is laminar. On vertical
tubes and long vertical plates, the film motion can become turbu-
lent. Grober et al. (1961) suggest using a Reynolds number (Re)
of 1600 as the critical point at which the flow pattern changes
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from laminar to turbulent. This Reynolds number is based on con-
densate flow rate divided by the breadth of the condensing sur-
face. For a vertical tube, the breadth is the circumference of the
tube; for a horizontal tube, the breadth is twice the length of the
tube. Re = 4T/, where T" is the mass flow of condensate per unit
of breadth, and [, is the absolute (dynamic) viscosity of the con-
densate at the film temperature ;. In practice, condensation is
usually laminar in shell-and-tube condensers with the vapor out-
side horizontal tubes.

Vapor velocity also affects the condensing coefficient. When
this is small, condensate flows primarily by gravity and is resisted
by the viscosity of the liquid. When vapor velocity is high relative
to the condensate film, there is appreciable drag at the vapor-liquid
interface. The thickness of the condensate film, and hence the heat
transfer coefficient, is affected. When vapor flow is upward, a
retarding force is added to the viscous shear, increasing the film
thickness. When vapor flow is downward, the film thickness
decreases and the heat transfer coefficient increases. For condensa-
tion inside horizontal tubes, the force of the vapor velocity causes

Table 3 Heat Transfer Coefficients for Film-Type Condensation

Description References Equations
1. Vertical surfaces, height L
Laminar condensate flow, Re = 4T/;< 1800 McAdams (1954) b= 1.13F (b /LAN2 (1)
McAdams (1954) h=1.11Fy(blw)'? ()
Grigull (1952) h = 0.003(F (AL hg, )0 3)
Turbulent flow, Re = 4T/, > 1800 McAdams (1954) h=0.0077Fy(Re)*4(1/up)" C)
2. Outside horizontal tubes, N rows in a vertical
plane, length L, laminar flow McAdams (1954) h= 0.79F1(hfg/NdAt)°‘25 5)
McAdams (1954) h=1.05F,(Liw)' (6)
Finned tubes Beatty and Katz (1948) h = 0.689F (hy, /AD,)0%3 @)
where D, is determined from
A A
10.25 =130 0 025t - 0.25
(D,) AgfLnp) ™ Agy(D)
with A= A0 + A, and L= a;/D,
3. Simplified equations for steam
Outside vertical tubes, Re = 4T/j1; < 2100 McAdams (1954) h = 4000/(L)**(An'" ®)
Outside horizontal tubes, Re = 4F/uf< 1800 McAdams (1954)
Single tube h = 3100/(d")> 3 (A3 (9a)
Multiple tubes h=3100/(Nd"O>(An'3 (9b)
4. Inside vertical tubes Carpenter and Colburn ¢ kop, f, 0.5
(1949) h = 0065 LLLL—| G (10)
Zufpv
where
G - (G,-Z +G,G,+G2 )0'5
" 3
DG,
5. Inside horizontal tubes, — < 5000
0.2
DG, 0.5 c /3, h, \1/6 05
1000 < = (&) <20 000 Ackers and Rosson (1960) "2 = 13.8(1&) (—I&) ’291(9_!) an
K, APy, k, k, cpAt u, \p,
2/3
DG 0.5 c /3, h 1/6 05
20000 < —2 (P—’) <100 000 Ackers and Rosson (1960) 12 — 0.1(—"—&’) (—fé’—) 9__6»*(&) (12)
Hy v ky ki cpAt Ky APy
DG DG, 0.5 c 1/3,DG 0.8
For — > 5000 —~ (&) >20 000 Ackers et al. (1959) hD _ 0.026(—”-“—’) (———) (13)
1y ] v k; k; 1y
where

G, =G(p/p)"" + G,

Notes: 1.|[Equations (1) Fhrough (10)|are dimensional; inch-pound units (Btu, h, ft, °F, and Ib,)) must be used.

2. 1= liquid film temperature = 7, — 0.75A¢
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the condensate to flow. When the vapor velocity is high, the transi-
tion from laminar to turbulent flow occurs at Reynolds numbers
lower than previously described [i.e., 1600 according to Grober
et al. (1961)].

When superheated vapor is condensed, the heat transfer coeffi-
cient depends on the surface temperature. When the surface temper-
ature is below saturation temperature, using the value of & for
condensation of saturated vapor that incorporates the difference
between the saturation temperature and the surface temperature
leads to insignificant error (McAdams 1954). If the surface temper-
ature is above the saturation temperature, there is no condensation
and the equations for gas convection apply.

Correlation equations for condensing heat transfer are given in
Factors F; and F,, which depend only on the physical
properties of the working fluid and which occur often in these
equations, have been computed for some commonly used refriger-
ants in[Table 4] Refrigerant properties used in the calculations may
be found in

In some cases, the equations are given in two forms: one is conve-
nient when the amount of refrigerant to be condensed or the condens-
ing load is known; the second is useful when the difference between
the vapor temperature and the condensing surface temperature is
known.

Condensation on Outside Surface of Vertical Tubes

For film-type condensation on the outside surface of vertical
tubes and on vertical surfaces, Equations (I)|and|(2) in Table 3lare
recommended when 4l"/ufis less than 1800 (McAdams 1954). For
these equations, fluid properties are evaluated at the mean film
temperature. When 4I'/u,is greater than 1800 (tall vertical plates or
tubes), use|Equation (3)|or|(4) in Table 3}|Equations (2)|and @ in
[Table 3 hre plotted in[Figure 9] The theoretical curve for laminar
film-type condensation is shown for comparison. A semitheoretical
relationship for turbulent film-type condensation is also shown for
Pr values of 1.0 and 5.0 (Colburn 1933-34).

Condensation on Outside Surface of Horizontal Tubes

For a bank of N tubes, Nusselt’s equations, increased by 10%
(Jakob 1949 and 1957), are given in|Equations (5) and|(6) in Table|
Experiments by Short and Brown (1951) with R-11 suggest that
drops of condensation falling from row to row cause local turbu-
lence and increase heat transfer.

For condensation on the outside surface of horizontal finned
tubes,|[Equation (7) in Table 3 |s used for liquids that drain readily
from the surface (Beatty and Katz 1948). For condensing steam out-
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side finned tubes, where liquid is retained in the spaces between the
tubes, coefficients substantially lower than those given by[Equation |
were reported. For additional data on condensation
outside finned tubes, see Katz et al. (1947). For more on this topic,
refer to Webb (1994).

Table 4 Values of Condensing Coefficient Factors for
Different Refrigerants (from|Chapter 19

Film Temperature, °C

Refrigerant tp=toy — 0.75At F, F,
Refrigerant 11 24 80.7 347.7
38 80.3 344.7
52 79.2 339.7
Refrigerant 12 24 69.8 284.3
38 64.0 257.2
52 58.7 227.6
Refrigerant 22 24 80.3 347.7
38 75.5 319.4
52 69.2 285.5
Sulfur Dioxide 24 152.1 812.2
38 156.8 846.0
52 166.8 917.9
Ammonia 24 2145 12859
38 2140 1283.8
52 214.0 1281.7
Propane 24 83.4 359.6
38 82.3 3574
52 80.7 353.6
Butane 24 81.8 355.3
38 81.8 356.6
52 82.3 3574
F - (’?? p_%g)o'zs Units- {_V_\’;&é_}}o‘zs
Ky s-m -K

1/3
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Fig. 9 Film-Type Condensation



4.10 2001 ASHRAE Fundamentals Handbook (SI)
0.10
0.08
0.06
e~
0.04 A’ N
. 7, ~N
0.03 /,// // _\\\\\
(o) y/ P
0.02 /\0%0,’/ / ,////,\§‘§§
bt ’-/ /// Q ,/ / \\\\
o - — © / — \\\“~\\~\\‘\\\\
5 = S a s
2 o010 U N~ o« § ——
w + 5.0 v A p——
z 0.008 ) o s
5 oo e
2 <__< N 3 T
0.004 0'\ ~7
0.003 —
0.002
0.001
103 2 3 4 6 810% 2 3 4 6 8105 2 3 4 6 8Il0°

REYNOLDS NUMBER, Re

Curve parameter = I'/ps, where I = liquid flow rate, p = liquid density, and s = surface tension of liquid relative to water;
values of gas velocity used in calculating fand Re are calculated as though no liquid were present.

Fig. 10 Friction Factors for Gas Flow Inside Pipes with Wetted Walls

Simplified Equations for Steam

For film-type steam condensation at atmospheric pressure and
film temperature drops of 5 to 85 K, McAdams (1954) recommends
|Equations (8)land|(9) in Table 3|

Condensation on Inside Surface of Vertical Tubes

Condensation on the inside surface of tubes is generally affected
by appreciable vapor velocity. The measured heat transfer coeffi-
cients are as much as 10 times those predicted by in
For vertical tubes, Jakob (1949 and 1957) gives theoretical
derivations for upward and downward vapor flow. For downward
vapor flow, Carpenter and Colburn (1949) suggest[Equation (10) n
[Table 3.]The friction factor ffor vapor in a pipe containing conden-
sate should be taken from[Figure 10]

Condensation on Inside Surface of Horizontal Tubes

For condensation on the inside surface of horizontal tubes (as in
air-cooled condensers, evaporative condensers, and some shell-and-
tube condensers), the vapor velocity and resulting shear at the vapor-
liquid interface are major factors in analyzing heat transfer. Hoogen-
doorn (1959) identified seven types of two-phase flow patterns. For
semistratified and laminar annular flow, use[Equations (11)Jand

[in Table 3](Ackers and Rosson 1960). Ackers et al. (1959) recom-
mend [Equation (13) in Table 3|for turbulent annular flow (vapor
Reynolds number greater than 20 000 and liquid Reynolds number
greater than 5000). For high mass flux [>200 kg/(m2 -s)], the method
of Shah (1979) is recommended for predicting local heat transfer
coefficients during condensation. A method for using a flow regime
map to predict the heat transfer coefficient for condensation of pure
components in a horizontal tube is presented in Breber et al. (1980).
More recently, the flow regime dependent method of Dobson and
Chato (1998) provides a more accurate design approach.

CONDENSATE

Too

Tsat {if Pgag =0)

COOLANT

AN

Ps

at Tif

Fig. 11 Origin of Noncondensable Resistance

Noncondensable Gases

Condensation heat transfer rates reduce drastically if one or more
noncondensable gases are present in the condensing vapor/gas mix-
ture. In mixtures, the condensable component is termed vapor and
the noncondensable component is called gas. As the mass fraction
of gas increases, the heat transfer coefficient decreases in an approx-
imately linear manner. In a steam chest with 2.89% air by volume,
Othmer (1929) found that the heat transfer coefficient dropped from
about 11.4 to about 3.4 kW/(m?-K). Consider a surface cooled to
some temperature ¢, below the saturation temperature of the vapor
(Figure 11). In this system, accumulated condensate falls or is
driven across the condenser surface. At a finite heat transfer rate, a
temperature profile develops across the condensate that can be esti-
mated from[Table 3] the interface of the condensate is at a temper-
ature 7; > 1. In the absence of gas, the interface temperature is the
vapor saturation temperature at the pressure of the condenser.
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The presence of noncondensable gas lowers the vapor partial
pressure and hence the saturation temperature of the vapor in equi-
librium with the condensate. Further, the movement of the vapor
toward the cooled surface implies similar bulk motion of the gas. At
the condensing interface, the vapor is condensed at temperature 7
and is then swept out of the system as a liquid. The gas concentra-
tion rises to ultimately diffuse away from the cooled surface at the
same rate as it is convected toward the surface (Figure 1T). If gas
(mole fraction) concentration is Y, and total pressure of the system
is p, the partial pressure of the bufk gas is

Poo = You @
The partial pressure of the bulk vapor is
Py = (1=Y, )P = Y, .p (3)

As opposing fluxes of convection and diffusion of the gas increase,
the partial pressure of gas at the condensing interface is pg;r> p...
By Dalton’s law, assuming isobaric condition,

Pgif* Pyif = P )

Hence, p i< p, -

Sparrow et al. (1967) noted that thermodynamic equilibrium
exists at the interface, except in the case of very low pressures or
liquid metal condensation, so that

Dyir = pm;(t,'f) ®)

where p (1) is the saturation pressure of the vapor at temperature 7.
The available At for condensation across the condensate film is
reduced from (¢, —t,) to (t,f— t,), where ¢, is the bulk temperature
of the condensing vapor-gas mixture, caused by the additional non-
condensable resistance.

The equations in [Table 3 hre still valid for the condensate resis-
tance, but the interface temperature ;,, must be found. The noncon-
densable resistance, which accounts tor the temperature difference
(1o — 1), depends on the heat flux (through the convecting flow to
the interface) and the diffusion of gas away from the interface.

In simple cases, Sparrow et al. (1967), Rose (1969), and Spar-
row and Lin (1964) found solutions to the combined energy, diffu-
sion, and momentum problem of noncondensables, but they are
cumbersome.

A general method given by Colburn and Hougen (1934) can be
used over a wide range if correct expressions are provided for the
rate equations—add the contributions of the sensible heat transport
through the noncondensable gas film and the latent heat transport
via condensation:

ho(to=1;) + KpM,hy (Do =Py = h(ty—1) = Ulty—1,) (6)

where 4 is from the appropriate equation in

The value of the heat transfer coefficient for the stagnant gas
depends on the geometry and flow conditions. For flow parallel to
a condenser tube, for example,

2/3
j= L M )
(),G)\ Kp,

where j is a known function of Re = GD/|L,.
The mass transfer coefficient K is

@[M}(ng)m iy ®)

M, [ In(p,../Pgi) \P D

The calculation method requires substitution of nto
Equation (6)] For a given flow condition, G, Re, j, M,,, Pgoos hg, and
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h (or U) are known. Assume values of #;; calculate pg,(f;7) = py¢
and hence p. If 7, is not known, use the overall coefficient U to the
coolant and . in place of / and z in[Equation (6)]For either case, at
each location in the condenser, iteratd Equation (6] until it balances,
giving the condensing interface temperature and, hence, the thermal
load to that point (Colburn and Hougen 1934, Colburn 1951). For

more detail, refer to|Chapter 10 jn Collier and Thome (1996).

Other Impurities

Vapor entering the condenser often contains a small percentage of
impurities such as oil. Oil forms a film on the condensing surfaces,
creating additional resistance to heat transfer. Some allowance should
be made for this, especially in the absence of an oil separator or when
the discharge line from the compressor to the condenser is short.

PRESSURE DROP

Total pressure drop for two-phase flow in tubes consists of fric-
tion, acceleration, and gravitational components. It is necessary to
know the void fraction (the ratio of gas flow area to total flow area)
to compute the acceleration and gravitational components. To com-
pute the frictional component of pressure drop, either the two-
phase friction factor or the two-phase frictional multiplier must
be determined.

The homogeneous model provides a simple method for comput-
ing the acceleration and gravitational components of pressure drop.
The homogeneous model assumes that the flow can be character-
ized by average fluid properties and that the velocities of the liquid
and vapor phases are equal (Collier and Thome 1996, Wallis 1969).

Martinelli and Nelson (1948) developed a method for predicting
the void fraction and two-phase frictional multiplier to use with a
separated flow model. This method predicts the pressure drops of
boiling refrigerants reasonably well. Other methods of computing
the void fraction and two-phase frictional multiplier used in a sep-
arated flow model are given in (Collier and Thome 1996, Wallis
1969).

The general nature of annular gas-liquid flow in vertical, and to
some extent horizontal, pipe is indicated in (Wallis
1970), which plots the effective gas friction factor versus the liquid
fraction (1 — a). Here a is the void fraction, or fraction of the pipe
cross section taken up by the gas or vapor.

The effective gas friction factor is defined as

5/2
D dp
f, =&—JL———J—— ©)
K Zpg(4Qg/7r,D2)2 ( ds)

where D is the pipe diameter, p, the gas density, and O, the gas vol-
umetric flow rate. The friction factor of gas flowing by itself in the
pipe (presumed smooth) is denoted by f,. Wallis’ analysis of the
flow occurrences is based on interfacial friction between the gas and
liquid. The wavy film corresponds to a conduit of relative roughness
€/D, about four times the liquid film thickness. Thus, the pressure
drop relation of vertical flow is

dp _ Pe 42\’ 1+75(1-a)
_a+pg8 = OOI[B—SJ(—TE—) ——‘1—5/—2——- (10)

This corresponds to the Martinelli-type analysis with

— h2
ftwo-phase - ¢g fg
when

i - 12Tz
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The friction factor f, (of the gas alone) is taken as 0.02, an appropri-
ate turbulent flow value. This calculation can be modified for more
detailed consideration of factors such as Reynolds number variation
in friction, gas compressibility, and entrainment (Wallis 1970).

In two-phase flow inside horizontal tubes, the pressure gradient
is written as the sum of frictional and momentum terms. Thus,

dp _ (dp\ . (dp
i = (@) (), 0

In adiabatic two-phase flow, the contribution of the momentum
transfer to the overall pressure drop is negligibly small; theoreti-
cally, it is nonexistent if the flow is fully developed. In condensation
heat transfer, the momentum transfer term contributes to the overall
pressure drop due to the mass transfer that occurs at the liquid-vapor
interface.

Two basic models were used in developing frictional pressure
drop correlations for two-phase adiabatic flow. In the first, the flow
of both phases is assumed to be homogeneous; the gas and liquid
velocities are assumed equal. The frictional pressure drop is com-
puted as if the flow were single phase, except for introducing mod-
ifiers to the single-phase friction coefficient. In the second model,
the two phases are considered separate, and the velocities may dif-
fer. Two correlations used to predict the frictional pressure drop are
those of Lockhart and Martinelli (1949) and Dukler et al. (1964).

In the Lockhart-Martinelli correlation, a parameter X was

defined as
4 4 0.5
p p
X = ol Il 13
{ (dz)z (dZ)vj| (13

(‘%) = frictional pressure gradient, assuming that liquid alone flows in

<L pipe

(‘_lﬂ) = frictional pressure gradient, assuming that gas (or vapor in case
dz),  of condensation) alone flows in pipe

where
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The frictional pressure gradient due to the single-phase flow of
the liquid or vapor depends on the type of flow of each phase, lam-
inar or turbulent. For turbulent flow during condensation, replace X

by X,,. Thus,
e N R
1t x uv p[

Lockhart and Martinelli (1949) also defined ¢, as

0.5
ol

For condensation,

2
d_p) _ A6
(#),=-=5 o
where
0.045 a7

(GxD/u,)"*

Here f, is the friction factor for adiabatic two-phase flow.

By analyzing the pressure drop data of simultaneous adiabatic
flow of air and various liquids, Lockhart and Martinelli (1949) cor-
related the parameters ¢, and X and reported the results graphically.
Soliman et al. (1968) approximated the graphical results of ¢, ver-
sus X, by

0, = 1+2.85x0523 (18)

/ // / "
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In the correlation of Dukler et al. (1964), the frictional pressure
gradient is given by

2
dp\ _ 26 f,0(MB 19
(dZ)f B Dipys >

where

f, = single-phase friction coefficient evaluated at two-phase
Reynolds number

) ~0.32
= 0.0014+0.125| B (20)
' ' Dilys
o(h) = 1—(InA)/[1.281 +0.4781n & + 0.444(In 1.)°
+0.094(In 1)” +0.00843(In 1)*] @1)
p,) 2 (pv )(1-702
(P A (A=A 2
P (pNS v \pys ) w ey
Pys = Py A+p(1-2) (23)
Mys = LA+, (1-2) 24
P
A= 1/(1 = —V) 25
T1-0p, =

Because the correlations mentioned here were originally devel-
oped for adiabatic two-phase flow, Luu and Bergles (1980) modified
the friction coefficients in and , using the modi-
fier suggested by Silver and Wallis (1965-66). The modification
replaced the friction coefficient f, with the friction coefficient f,,.
These terms are related by

G-l Q) e

where

g = (L—;—;—V)Zl—j @7

Because the Lockhart-Martinelli and Dukler correlations for the
frictional pressure gradient were based on the separated flow model,
the momentum pressure gradient should be as well. Thus,

(). -~ B34

#g A - ) H 28)

xl—yp, w(l-x)p,

To determine (dp/dz),,, the void fraction Wy and the quality gradient
must be known. A generalized expression for y was suggested by
Butterworth (1975):

v = ! 29)

- q; ] S
L+A[(1-x)/x]"(p,/Pp) (/W)
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Table 5 Constants in Equation (29)|for

Different Void Fraction Correlations

Model Ay q r S;
Homogeneous (Collier 1972) 1.0 1.0 1.0 0
Lockhart-Martinelli (1949) 0.28 0.64 0.36 0.07
Baroczy (1963) 1.0 0.74 0.65 0.13
Thom (1964) 1.0 1.0 0.89 0.18
Zivi (1964) 1.0 1.0 0.67 0
Turner-Wallis (1965) 1.0 0.72 0.40 0.08

relations in

The quality gradient dx/dz in Equation (28)|can be estimated by
assuming a constant rate of cooling. In the case of complete con-
densation, its value is —1/L, where L is the length of the condenser
tube.

Evaporators and condensers often have valves, tees, bends, and
other fittings that contribute to the overall pressure drop of the heat
exchanger. Collier and Thome (1996) summarize methods predict-
ing the two-phase pressure drop in these fittings.

where 4, ¢, ri, and S, are constants and are listed for the various cor-

ENHANCED SURFACES

Enhanced heat transfer surfaces are used in heat exchangers to
improve performance and decrease cost. Condensing heat transfer is
often enhanced with circular fins attached to the external surfaces of
tubes to increase the heat transfer area. Other enhancement meth-
ods, such as porous coatings, integral fins, and reentrant cavities, are
used to augment boiling heat transfer on the external surfaces of
evaporator tubes. Webb (1981) surveys external boiling surfaces
and compares the performances of several enhanced surfaces with
the performance of smooth tubes. For heat exchangers, the heat
transfer coefficient for the refrigerant side is often smaller than the
coefficient for the water side. Thus, enhancing the refrigerant-side
surface can reduce the size of the heat exchanger and improve its
performance.

Internal fins increase the heat transfer coefficients during evap-
oration or condensation in tubes. However, internal fins increase the
refrigerant pressure drop and reduce the heat transfer rate by
decreasing the available temperature difference between hot and
cold fluids. Designers should carefully determine the number of
parallel refrigerant passes that give optimum loading for best over-
all heat transfer.

For additional information on enhancement methods in two-
phase flow, consult Bergles (1976, 1985), Thome (1990), and Webb
(1994).

N

SYMBOLS
A = area
Aeﬁ«- = total effective area [Equation (7) in Table 3
a = local acceleration [Equation (19) in Table 1]} void fraction
[Euations O7knd [T0)]
ag = area of one side of one film
B, = boiling number |[[Equations (3] and [(7) in Table 2]
= breadth of a condensing surface. For vertical tube, b = nd; for
horizontal tube, b = 2L
C = a coefficient or constant
C, = convection number
C)...Cs = special constants (sce [Table 2]
¢, = specific heat at constant pressure
¢, = specific heat at constant volume
D = diameter
D, = bubble departure diameter|[Equation (5) in Table 1]|
D; = inside tube diameter
D, = outside tube diameter

= diameter; or prefix meaning differential
(dpldz) = pressure gradient
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(dpldz) = frictional pressure gradient
(dpldz), = frictional pressure gradient, assuming that liquid alone is
flowing in pipe
(dpldz),,= momentum pressure gradient
(dpldz), = frictional pressure gradient, assuming that gas (or vapor) alone is
flowing in pipe
E = special coefficient
F, = Reynolds number factof [Equation (12) in Table 2 gnd [Figure 7]
Fpp = special coefficient e
Fr = Froude number
F,, F, = condensing coefficient factors
f = friction factor for single-phase flow
f’ = friction factor for gas flow inside pipes with wetted walls

[, = friction factor in presence of condensation
3. = friction factor [Equations (17) nd [193]
G = mass velocity
Gr = Grashof number
g = gravitational acceleration
g. = gravitational constant
h = heat transfer coefficient
he = special coefficient [[Equation (7) in Table 1]
hy, = latent heat of vaporization or of condensation
J = Colburn j-factor
K = mass transfer coefficient
k = thermal conductivity
L = length
L,,r = mean length of fin [Equation (7) in Table 3|
n = natural logarithm
M = mass; or molecular mass
M,, = mean relative molecular mass of vapor-gas mixture
M, = relative molecular mass of condensing vapor
m = general exponent [Equations (1) hnd[(6) in Table 1]
m = mass rate of flow
N = number of tubes in vertical tier
Nu = Nusselt number
n = general exponent [Equations (1)Jand|(6) in Table 1|
Pr = Prandtl number
p = pressure
p. = critical thermodynamic pressure for coolant
p, = reduced pressure
Q = total heat transfer
g = rate of heat transfer
p
Ra
Re
R,
S
SC
t
U
|4
X

= radius
= Rayleigh number
= Reynolds number
= surface roughness, m
= distance along flow direction
. = suppression factor ([Table 2]and[Figure 8)|
temperature
overall heat transfer coefficient
linear velocity
quality (i.e., vapor fraction = M ,/M); or distance in dt/dx
X,, = Martinelli parameter [Figure 7)[Table 2| and|Equation (14)|
x,y,z = lengths along principal coordinate axes
Y, = mole fraction of gas and
Y, = mole fraction of vapor
o = thermal diffusivity = k/pc,,
o(A) = ratio of two-phase friction factor to single-phase friction factor at

two-phase Reynolds number [Equation (21

B = ratio of two-phase density to no-slip density IEquation (22)
" = mass rate of flow of condensate per unit of breadth (see[section]
= difference between values
= roughness of interface
= special coefficient|[Equations (16)| through [19) in Table 1
= ratio of liquid volumetric flow rate to total volumetric flow rate

[[Equation (25)]

W = absolute (dynamic) viscosity

W; = dynamic viscosity of saturated liquid
Uyg = dynamic viscosity of two-phase homogeneous mixture

W, = dynamic viscosity of saturated vapor

v = kinematic viscosity

> m >
|
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p = density
p; = density of saturated liquid

pys = density of two-phase homogeneous mixture [[Equation (23)

p, = density of saturated vapor phase

o = surface tension

¢, = fin efficiency, Martinelli factor !E%uation (11)]
0, = Lockhart-Martinelli parameter [Equation (15)

y = void fraction

Subscripts and Superscripts
a = exponent i
b = bubble
¢ = critical or cold (fluid)
cg = condensing
e = equivalent
eff = effective
f = film or fin
8 = gas
h = horizontal or hot (fluid) or hydraulic
i = inlet or inside
if = interface
L
l
m

= liquid
= liquid
mean
mac = convective mechanism through
max = maximum
mic = nucleation mechanism through
min = minimum
nchb = nucleate boiling
o = outside or outlet or overall

r = root (fin) or reduced pressure
s = surface or secondary heat transfer surface
sat = saturation (pressure)

t = temperature or terminal temperature of tip (fin)
v = vapor or vertical

w = wall

co = bulk

* = reference
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CHAPTER 5

MASS TRANSFER

Molecular Diffusion
Convection of Mass

Simultaneous Heat and Mass Transfer Between Water-Wetted Surfaces and Air
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ASS transfer by either molecular diffusion or convection

is the transport of one component of a mixture relative to the
motion of the mixture and is the result of a concentration gradient.
In an air-conditioning process, water vapor is added or removed
from the air by a simultaneous transfer of heat and mass (water
vapor) between the airstream and a wetted surface. The wetted sur-
face can be water droplets in an air washer, wetted slats of a cooling
tower, condensate on the surface of a dehumidifying coil, surface
presented by a spray of liquid absorbent, or wetted surfaces of an
evaporative condenser. The performance of equipment with these
phenomena must be calculated carefully because of the simulta-
neous heat and mass transfer.

This chapter addresses the principles of mass transfer and pro-
vides methods of solving a simultaneous heat and mass transfer
problem involving air and water vapor. Emphasis is on air-condi-
tioning processes involving mass transfer. The formulations pre-
sented can help in analyzing the performance of specific equipment.
For a discussion on the performance of air washers, cooling coils,
evaporative condensers, and cooling towers, see Chapters 19, 21,
35, and 36, respectively, of the 2000 ASHRAE Handbook—Systems
and Equipment.

This chapter is divided into (1) the principles of molecular diffu-
sion, (2) adiscussion on the convection of mass, and (3) simultaneous
heat and mass transfer and its application to specific equipment.

MOLECULAR DIFFUSION

Most mass transfer problems can be analyzed by considering the
diffusion of a gas into a second gas, a liquid, or a solid. In this chap-
ter, the diffusing or dilute component is designated as component B,
and the other component as component A. For example, when water
vapor diffuses into air, the water vapor is component B and dry air
is component A. Properties with subscripts A or B are local proper-
ties of that component. Properties without subscripts are local prop-
erties of the mixture.

The primary mechanism of mass diffusion at ordinary tempera-
ture and pressure conditions is molecular diffusion, a result of
density gradient. In a binary gas mixture, the presence of a concen-
tration gradient causes transport of matter by molecular diffusion;
that is, because of random molecular motion, gas B diffuses through
the mixture of gases A and B in a direction that reduces the concen-
tration gradient.

Fick’s Law

The basic equation for molecular diffusion is Fick’s law.
Expressing the concentration of component B of a binary mixture of
components A and B in terms of the mass fraction pg/p or mole
fraction Cg/C, Fick’s law is

d(pp/p) _

= —pD
5 P di

A

(1)

v

The preparation of this chapter is assigned to TC 1.3, Heat Transfer and
Fluid Flow.
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d(Cy/C)
di

*

T (1b)

v

where p=py +pgand C=C, + Cp.

The minus sign indicates that the concentration gradient is neg-
ative in the direction of diffusion. The proportionality factor D, is
the mass diffusivity or thg*diffusion coefficient. The total mass
flux mp and molar flux mp are due to the average velocity of the
mixture plus the diffusive flux:

d(pp/p)

g = va—pDvijy (2a)
. d(CR/C)
My = Cpv* - Dv# (2b)

where v is the mass average velocity of the mixture and v* is the
molar average velocity.

Bird et al. (1960) present an analysis of[Equations (1a)and {1b).
and [(Ib)] are equivalent forms of Fick’s law. The
equation used depends on the problem and individual preference.
This chapter emphasizes mass analysis rather than molar analysis.
However, all results can be converted to the molar form using the
relation Cp =pg /Mp.

Fick’s Law for Dilute Mixtures

In many mass diffusion problems, component B is dilute; the den-
sity of component B is small compared to the density of the mixture.

In this case, Equation (1a)|can be written as

d
_ ) o

JB v dy

3

when pp << p and py = p.

Equation (3) can be used without significant error for water vapor
diffusing through air at atmospheric pressure and a temperature less
than 27°C. In this case, pg < 0.02p, where py is the density of water
vapor and p is the density of moist air (air and water vapor mixture).
The error in J5 caused by replacing p[d(pz/p)/dy] with dpg/dy is less
than 2%. At temperatures below 60°C where pp < 0.10p,[Equation]

can still be used if errors in J as great as 10% are tolerable.

Fick’s Law for Mass Diffusion Through
Solids or Stagnant Fluids (Stationary Media)

Fick’s law can be simplified for cases of dilute mass diffusion in
solids, stagnant liquids, or stagnant gases. In these cases, pp « p and
v = 0, which yields the following approximate result:

”

. d
mpg = Jp= Ps

-D ——

D O
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Fick’s Law for Ideal Gases with
Negligible Temperature Gradient

For cases of dilute mass diffusion, Fick’s law can be written in
terms of partial pressure gradient instead of concentration gradient.
When gas B can be approximated as ideal,

Pp = pBRuT
5=
Mp

= C4R,T 5)

u

and when the gradient in 7 is small, [Equation (3)|can be written as

MgD N dpg
Jp = —(—") — (6a)
B R,T ) dy
or
D, \ dpy
Jy = —( ”) — (6b)
B R,T) dy
If v = 0, [Equation (4)|may be written as
MpD )\ dpp
mB—JB——( RMT)d_y (7a)
or
S * Dv de
EAA _( RMT)d—y (7b)

The partial pressure gradient formulation for mass transfer anal-
ysis has been used extensively; this is unfortunate because the pres-
sure formulation [Equations (6)and [7}] applies only to cases where
one component is dilute, the fluid closely approximates an ideal gas,
and the temperature gradient has a negligible effect. The density (or
concentration) gradient formulation expressed in
through[(4)]is more general and can be applied to a wider range of
mass transfer problems, including cases where neither component is
dilute[[Equation (1J]. The gases need not be ideal, nor the tempera-
ture gradient negligible. Consequently, this chapter emphasizes the
density formulation.

Diffusion Coefficient

For a binary mixture, the diffusion coefficient D, is a function of
temperature, pressure, and composition. Experimental measure-
ments of D, for most binary mixtures are limited in range and accu-
racy. gives a few experimental values for diffusion of some
gases in air. For more detailed tables, see the section on[Bibliogra-1

[phy]at the end of this chapter.

In the absence of data, use equations developed from (1) theory
or (2) theory with constants adjusted from limited experimental
data. For binary gas mixtures at low pressure, D, is inversely pro-
portional to pressure, increases with increasing temperature, and is
almost independent of composition for a given gas pair. Bird et al.
(1960) present the following equation, developed from kinetic the-
ory and corresponding states arguments, for estimating D, at pres-
sures less than 0.1p,. ,.;.:

Table 1 Mass Diffusivities for Gases in Air?
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b
Do =) [k

v
A TCA + TCB MA MB
1/3 5/12
x (pcApcB) (TcA TcB) (8)

p

where

D, = diffusion coefficient, mm?/s
a = constant, dimensionless
b = constant, dimensionless
T = absolute temperature, K
p = pressure, kPa
M = relative molecular mass, kg/kg mol

The subscripts cA and cB refer to the critical states of the two gases.
Analysis of experimental data gives the following values of the con-
stants a and b:

For nonpolar gas pairs,
a=0.1280 and b = 1.823
For water vapor with a nonpolar gas,
a=0.1697 and b =2.334

A nonpolar gas is one for which the intermolecular forces are
independent of the relative orientation of molecules, depending
only on the separation distance from each other. Air, composed of
nonpolar gases O, and N, is nonpolar.

is stated to agree with experimental data at atmo-
spheric pressure to within about 8% (Bird et al. 1960).

The mass diffusivity D, for binary mixtures at low pressure is
predictable within about 10% by kinetic theory (Reid et al.
1987).

7' T 1
_r- 1.t

D, = 0.5320 AT )

P(Cap) Qp 4p

where

O,p = characteristic molecular diameter, nm
Qp 4p = temperature function, dimensionless

D, is in mm?/s, p in kPa, and 7 in kelvins. If the gas molecules of
A and B are considered rigid spheres having diameters 6, and
G [and 645 = (64/2) + (65/2)], all expressed in nanometres, the
dimensionless function p, ,p equals unity. More realistic mod-
els for the molecules having intermolecular forces of attraction
and repulsion lead to values of Q, ,p that are functions of tem-
perature. Reid et al. (1987) present tabulations of this quantity.
These results show that D, increases as the 2.0 power of T
at low temperatures and as the 1.65 power of T at very high
temperatures.

The diffusion coefficient of moist air has been calculated for
Equation (8)|using a simplified intermolecular potential field func-

Gas D,, mm?/s
Ammonia 27.9
Benzene 8.8
Carbon dioxide 16.5
Ethanol 11.9
Hydrogen 41.3
Oxygen 20.6
Water vapor 25.5

2Gases at 25°C and 101.325 kPa.

tion for water vapor and air (Mason and Monchick 1965).

The following is an empirical equation for mass diffusivity of
water vapor in air up to 1100°C (Sherwood and Pigford 1952):

b - 0.926( T )
v T T \T+245

where D, is in mm?/s, p in kPa, and T in kelvins.

10)



Mass Transfer

Diffusion of One Gas Through a Second Stagnant Gas

shows diffusion of one gas through a second stagnant
gas. Water vapor diffuses from the liquid surface into surrounding
stationary air. It is assumed that local equilibrium exists through the
gas mixture, that the gases are ideal, and that the Gibbs-Dalton law
is valid, which implies that the temperature gradient has a negligible
effect. Diffusion of water vapor is due to concentration gradient and

is given by[Equation (6a)] There is a continuous gas phase, so the

mixture pressure p is constant, and the Gibbs-Dalton law yields

pjtPp = p = constant (11a)

Pa Ps _ p
M, My RT

or = constant (11b)

The partial pressure gradient of the water vapor causes a partial
pressure gradient of the air such that

by _ _ Py
dy ~— dy
d d
N (L) (Lyes )
M, ) dy My ) dy

Air, then, diffuses toward the liquid water interface. Because it can-
not be absorbed there, a bulk velocity v of the gas mixture is estab-
lished in a direction away from the liquid surface, so that the net
transport of air is zero (i.e., the air is stagnant):

- dp
my = -D, d—yA+pAv =0 (13)

The bulk velocity v transports not only air but also water vapor
away from the interface. Therefore, the total rate of water vapor dif-
fusion is

dpy
= D, =2 14
mp vy T PBY 14)
Substituting for the velocity v from|Equation (13)| and using
and gives

.7 DVMBP) dpA
mpg = — (15)

B (p LR, T) dy

Integration yields
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Fig. 1 Diffusion of Water Vapor Through Stagnant Air

5.3
iy = D Mpp | In(py1/Pag) (16a)
R Y=o
or Wy = -DP, (p‘;i%som) (16b)
where P, =Lp, In(p,;/Pao) an
PaL PaL—Pao

P,,, is the logarithmic mean density factor of the stagnant air.
The pressure distribution for this type of diffusion is illustrated in
Stagnant refers to the net behavior of the air; it does not
move because the bulk flow exactly offsets diffusion. The term P,,,
in approximately equals unity for dilute mixtures
such as water vapor in air at near atmospheric conditions. This con-
dition makes it possible to simplify and implies that
in the case of dilute mixtures, the partial pressure distribution curves
in are straight lines.

Example 1. A vertical tube of 25 mm diameter is partially filled with water
so that the distance from the water surface to the open end of the tube is
60 mm, as shown in . Perfectly dried air is blown over the open
tube end, and the complete system is at a constant temperature of 15°C.
In 200 h of steady operation, 2.15 g of water evaporates from the tube.
The total pressure of the system is 101.325 kPa. Using these data, (a)

calculate the mass diffusivity of water vapor in air, and (b) compare this
experimental result with that from|Equation (10).
Solution:

(a) The mass diffusion flux of water vapor from the water surface is

mp = 2.15/200 = 0.01075 g/h

The cross-sectional area of a 25 mm diameter tube is n(12.5)% = 491
mm?. Therefore, mg = 0.00608 g/(m2~s). The partial densities are
determined with the aid of the psychrometric tables.

P = 05 ppo=128 gm’

paL = 1.225kg/m’;  p,, = 1.204 kg/m’
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Because p = p,; = 101.325 kPa, the logarithmic mean density factor
[Equation (17)] is

1.225-1.204

The mass diffusivity is now computed from as

(¥, = ¥o) _ ~(0.00608)(0.060)(10%)
Pyw(PgL—Ppo) (1.009)(0 —12.8)

28.2 mm>/s

(b) By [Equation (10)] with p = 101.325 kPa and T = 15 + 273 = 288 K,

D =

v

0926 ( 288”°

2
v~ 101.325 288+245) = 241 mm"/s

Neglecting the correction factor Py, for this example gives a dif-
ference of less than 1% between the calculated experimental and
empirically predicted values of D,

Equimolar Counterdiffusion

shows two large chambers, both containing an ideal gas
mixture of two components A and B (e.g., air and water vapor) at the
same total pressure p and temperature 7. The two chambers are con-
nected by a duct of length L and cross-sectional area A. Partial
pressure pp is higher in the left chamber, and partial pressure p, is
higher in the right chamber. The partial pressure differences cause
component B to migrate to the right and component A to migrate to
the left.
At steady state, the molar flows of A and B must be equal, but in
the opposite direction, or

7y 7y

my +mp =0 (18)

because the total molar concentration C must stay the same in both
chambers if p and T remain constant. Since the molar fluxes are the
same in both directions, the molar average velocity v* = 0. Thus,
[Equation (/D) can be used to calculate the molar flux of B (or A):

L —DV de
"B = R T dy

19)

. AcstpBO_pBL

or mpg = 20
B RT 7 (20)
or
L
Pa =Pao Pa =PaL
mg — - my
PB =Pgo PB =PsL
— y
p =pp + pg = constant

Fig.3 Equimolar Counterdiffusion
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Example 2. One large room is maintained at 22°C (295 K), 101.3 kPa,
80% rh. A 20 m long duct with cross-sectional area of 0.15 m? connects
the room to another large room at 22°C, 101.3 kPa, 10% rh. What is the
rate of water vapor diffusion between the two rooms?

Solution: Let air be component A and water vapor be component B.
Equation (21) can be used to calculate the mass flow of water vapor B.
Equation (10)]can be used to calculate the diffusivity.

25
D = 0.926( 295

v 7 101.3\295 + 245

From a psychrometric table the saturated

vapor pressure at 22°C is 2.645 kPa. The vapor pressure difference pp,
—PBLis

) = 253 mm>/h

Ppo—Psr = (0.8—0.1)2.645 kPa = 1.85 kPa

Then, [Equation (21) gives

18x0.15(253/106)1.85 _ B
T T galax205 a0 T 2o8x107kes

Molecular Diffusion in Liquids and Solids

Because of the greater density, diffusion is slower in liquids than
in gases. No satisfactory molecular theories have been developed
for calculating diffusion coefficients. The limited measured values
of D, show that, unlike for gas mixtures at low pressures, the diffu-
sion coefficient for liquids varies appreciably with concentration.

Reasoning largely from analogy to the case of one-dimensional
diffusion in gases and employing Fick’s law as expressed by [Equa-]|

gives

mp = Dv(p—---——Bl - sz) 22)
Yo=Y

Equation (22)lexpresses the steady-state diffusion of the solute B

through the solvent A in terms of the molal concentration difference
of the solute at two locations separated by the distance Ay =y, —y;.
Bird et al. (1960), Hirschfelder et al. (1954), Sherwood and Pigford
(1952), Reid and Sherwood (1966), Treybal (1980), and Eckert and
Drake (1972) provide equations and tables for evaluating D,. Hir-
schfelder et al. (1954) provide comprehensive treatment of the
molecular developments.

Diffusion through a solid when the solute is dissolved to form a
homogeneous solid solution is known as structure-insensitive dif-
fusion (Treybal 1980). This solid diffusion closely parallels diffu-
sion through fluids, and can be applied to one-
dimensional steady-state problems. Values of mass diffusivity are
generally lower than they are for liquids and vary with temperature.

The diffusion of a gas mixture through a porous medium is com-
mon (e.g., the diffusion of an air-vapor mixture through porous
insulation). The vapor diffuses through the air along the tortuous
narrow passages within the porous medium. The mass flux is a func-
tion of the vapor pressure gradient and diffusivity as indicated in

. It is also a function of the structure of the pathways
within the porous medium and is therefore called structure-sensi-
tive diffusion. All of these factors are taken into account in the fol-

IOWing Version Of Eq uation 7a
.

where  is called the permeability of the porous medium.
presents this topic in more depth.



Mass Transfer
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Fig.4 Nomenclature for Convective Mass Transfer
from External Surface at Location x
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CONVECTION OF MASS

Convection of mass involves the mass transfer mechanisms of
molecular diffusion and bulk fluid motion. Fluid motion in the
region adjacent to a mass transfer surface may be laminar or turbu-
lent, depending on geometry and flow conditions.

Mass Transfer Coefficient

Convective mass transfer is analogous to convective heat trans-
fer where geometry and boundary conditions are similar. The anal-
ogy holds for both laminar and turbulent flows and applies to both
external and internal flow problems.

Mass Transfer Coefficients for External Flows. Most external
convective mass transfer problems can be solved with an appropri-
ate formulation that relates the mass transfer flux (to or from an
interfacial surface) to the concentration difference across the
boundary layer illustrated in[Figure 4. This formulation gives rise to
the convective mass transfer coefficient, defined as

hy = m; (24)
M= Ppi— PR

where

hy, = local external mass transfer coefficient, m/s

. ”
"

n""¢ = mass flux of gas B from surface, kg/(m?-s)
pp; = density of gas B at interface (saturation density), kg/m>
Pp. = density of component B outside boundary layer, kg/m?

If pg; and pg,, are constant over the entire interfacial surface, the
mass transfer rate from the surface can be expressed as

g = hy(pg;—Pp..) 25

where hy; is the average mass transfer coefficient, defined as
- 1
hME—J' h, dA (26)
Ay

Mass Transfer Coefficients for Internal Flows. Most internal
convective mass transfer problems, such as those that occur in chan-
nels or in the cores of dehumidification coils, can be solved if an
appropriate expression is available to relate the mass transfer flux
(to or from the interfacial surface) to the difference between the con-
centration at the surface and the bulk concentration in the channel,
as illustrated in [Figure 3] This formulation leads to the definition of
the mass transfer coefficient for internal flows:
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Fig. 5 Nomenclature for Convective Mass Transfer from
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hy, = ——— 27
M
Ppi—Ppp
where
hy, = internal mass transfer coefficient, m/s
mB = mass flux of gas B at interfacial surface, kg/(m?-s)

pg; = density of gas B at interfacial surface, kg/m?

Pgp = (l/lthAcs)J‘ upppdA,, = bulk density of gas B at location x
A('r

ug = (1/A,) L up dA . = average velocity of gas B at location x,

m/s
s = cross-sectional area of channel at station x, m
velocity of component B in x direction, m/s
pp = density distribution of component B at station x, kg/m?

2

= >
= 0
I

Often, it is easier to obtain the bulk density of gas B from
o+ | iy dA
A

Py = - — (28)
uBAcX

where

mp, = mass flow rate of component B at station x = 0, kg/s
A = interfacial area of channel between station x = 0 and
station x = x, m?2

Equation (28)|can be derived from the preceding definitions. The

major problem is the determination of u 5 . If, however, the analysis
is restricted to cases where B is dilute and concentration gradients of
B in the x direction are negligibly small, up = u . Component B is
swept along in the x direction with an average velocity equal to the
average velocity of the dilute mixture.

Analogy Between Convective Heat and Mass Transfer

Most expressions for the convective mass transfer coefficient 7,
are determined from expressions for the convective heat transfer
coefficient h.

For problems in internal and external flow where mass transfer
occurs at the convective surface and where component B is dilute,
it is shown by Bird et al. (1960) and Incropera and DeWitt (1996)
that the Nusselt and Sherwood numbers are defined as follows:

Nu = f (X, Y, Z Pr, Re) (29)
Sh = f (X, Y, Z Sc, Re) (30)
and Nu = g(Pr, Re) (31)

Sh = g(Sc, Re) (32)
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where the function f is the same in[Equations (29 and[(30), and the
function g is the same in Equations (31)|and [32]. The quantities Pr
and Sc are dimensionless Prandtl and Schmidt numbers, respec-
tively, as defined in the section on|Symbols| The primary restric-
tions on the analogy are that the surface shapes are the same and that
the temperature boundary conditions are analogous to the density
distribution boundary conditions for component B when cast in
dimensionless form. Several primary factors prevent the analogy
from being perfect. In some cases, the Nusselt number was derived
for smooth surfaces. Many mass transfer problems involve wavy,
droplet-like, or roughened surfaces. Many Nusselt number relations
are obtained for constant temperature surfaces. Sometimes pp; is not
constant over the entire surface because of varying saturation con-
ditions and the possibility of surface dryout.

In all mass transfer problems, there is some blowing or suction at
the surface because of the condensation, evaporation, or transpira-
tion of component B. In most cases, this blowing/suction phenom-
enon has little effect on the Sherwood number, but the analogy
should be examined closely if v;/u., > 0.01 or v,/ u > 0.01, espe-
cially if the Reynolds number is large.

Example 3. Use the analogy expressed in|Equations (31) and to solve
the following problem. An expression for heat transfer from a constant
temperature flat plate in laminar flow is

Nug = 0.664Pr'“Re) (33)
Sc=0.35,D,=3.6 X 1075 m?/s, and Pr = 0.708 for the given condi-
tions; determine the mass transfer rate and temperature of the water-
wetted flat plate in using the heat/mass transfer analogy.

Solution: To solve the problem, properties should be evaluated at film
conditions. However, since the plate temperature and the interfacial
water vapor density are not known, a first estimate will be obtained
assuming the plate #;; to be at 25°C. The plate Reynolds number is

puL (1166 kg/m’)(10 m/s)(0.1 m) _
K [1.965x 10~ kg/(m - s)]

Re;, = 59 340

The plate is entirely in laminar flow, since the transitional Reynolds
number is about 5 x 10°. Using the mass transfer analogy given by
Equations (31] and[(32),|Equation (33] yields

Shy; = 0.664 Sc'’Re,”?

= 0.664(0.35)3(59 340)'% = 114
From the definition of the Sherwood number,
hyi = ShyyD,/L = (114)(3.6x 10 m*/s)/(0.1 m) = 0.04104 m/s

The psychrometric tables give a humidity ratio W of 0.0121 at 25°C
and 60% rh. Therefore,

Pp. = 0.0121p,_, = (0.0121)(1.166 kg/mS) = 0.01411 kg/m3
From steam tables, the saturation density for water at 25°C is

pgiy = 0.02352 ke/m’

—_—
t,,=25°C at 60% rh 7 SURFAGE
e « /" SATURATED
u,=10m/s AP == WITHLIQUID
W WATER

—_—
p., = 100 kPa é Pe
X
L =100 mm

Fig. 6 Water-Saturated Flat Plate in Flowing Airstream
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Therefore, the mass transfer rate from the double-sided plate is
mg1 = hnA(Pg—Pp..)

(0.04104 m/s)(0.1 m x 1.5 m X 2)

x (0.02352 kg/m” - 0.01411 kg/m°)

1.159x10™* kg/s = 0.1159 g/s

This mass rate, transformed from the liquid state to the vapor state,
requires the following heat rate to the plate to maintain the evaporation:

g1 = mpihy, = (0.1159 gfs)(2443 kl/kg) = 283.1 W

To obtain a second estimate of the wetted plate temperature in this
type of problem, the following criteria are used. Calculate the f; neces-
sary to provide a heat rate of ¢g;;. If this temperature ¢, is above the
dew-point temperature 7;;, set the second estimate at 7;; = (f;;; + £;)/2.
If 1;,) is below the dew-point temperature, set #;, = (f;; + #;)/2. For this
problem, the dew point is #;;, = 14°C.

Obtaining the second estimate of the plate temperature requires an
approximate value of the heat transfer coefficient.

Nuz, = 0.664Pr'*Re}’? = 0.664(0.708)" % (59 340)'*

144.2

From the definition of the Nusselt number,

hy = Nugik/L = (144.2)[0.0261 W/(m - K)]/0.1 m
= 37.6 W/(m> - K)
Therefore, the second estimate for the plate temperature is

tig) = tu—q;1/ (h1A)

iql

25°C — {283.1 W/[37.6 W/(m”- K) x (2x 0.1 m x 1.5 m)]}
= 25°C - 25°C = 0°C

This temperature is below the dew-point temperature; therefore,
ti, = (14°C+25°C)/2 = 19.5°C
The second estimate of the film temperature is
Iy = (tp+1,)/2 = (195°C+25°C)/2 = 22.25°C
The next iteration on the solution is as follows:
Re;, = 61010

Shrs = 0.664(0.393)'3(61010)'% = 120

hyra = (120)(3.38 % 1075)/0.1 = 0.04056 m/s
The free stream density of the water vapor has been evaluated. The

density of the water vapor at the plate surface is the saturation density
at 19.5°C.

(0.01374)(1.183 kg/m’) = 0.01625 kg/m>

Ppin =
A=2x01%x15=03m"
igs = (0.04056 m/s)(0.3 m?)(0.01625 kg/m° — 0.01411 kg/m’)
= 2.604 x 107 kg/s = 0.02604 g/s

g = (0.02604 g/5)(2458 I/kg) = 64.01 W
Nuz, = 0.664(0.709) % (61 010)'% = 146

hy = (146)(0.02584)/0.1 = 37.73 W/(m" - K)

fig2 = 25°C—[(64.01 W)/(37.73% 0.3)] = 19.34°C

This temperature is above the dew-point temperature; therefore,

tiz = (i +1;,,)/2 = (19.5+19.34)/2 = 19.42°C

i
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This is approximately the same result as that obtained in the previ-
ous iteration. Therefore, the problem solution is

t; = 19.5°C

i

mp = 0.0260 g/s

The kind of similarity between heat and mass transfer that results
in [Equation (29)| through [Equation (32)| can also be shown to exist
between heat and momentum transfer. Chilton and Colburn (1934)
used this similarity to relate Nusselt number to friction factor by the
analogy

Nu

(1-n)

iy = = st =L (34)
Re Pr

where n = 2/3, St = Nu/(Re Pr) is the Stanton number, and j is the
Chilton-Colburn j-factor for heat transfer. Substituting Sh for Nu
and Sc for Prin and gives the Chilton-Colburn

Jj-factor for mass transfer, jp:

Sh

n)

. n_f
Jjp= ———— =85t,S¢ =% 35)
Re Sc(1 " 2

where St,, = ShP,,,/(Re Sc) is the Stanton number for mass transfer.

Equations (34)| and [(33] are called the Chilton-Colburn j-factor

analogy.
The power of the Chilton-Colburn j-factor analogy is repre-

sented in[Figures 7] through [1d plots various experimen-
tal values of j, from a flat plate with flow parallel to the plate
surface. The solid line, which represents the data to near perfec-
tion, is actually f/2 from Blasius’ solution of laminar flow on a
flat plate (left-hand portion of the solid line) and Goldstein’s
solution for a turbulent boundary layer (right-hand portion). The
right-hand portion of the solid line also represents McAdams’
(1954) correlation of turbulent flow heat transfer coefficient for a
flat plate.

A wetted-wall column is a vertical tube in which a thin liquid
film adheres to the tube surface and exchanges mass by evaporation
or absorption with a gas flowing through the tube. [Figure 8]illus-
trates typical data on vaporization in wetted-wall columns, plotted
as jp versus Re. The spread of the points with variation in p/pD,
results from Gilliland’s finding of an exponent of 0.56, not 2/3,
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representing the effect of the Schmidt number. Gilliland’s equation
can be written as follows:

. —017( _p 036
jp = 0.023Re (pDV) (36)

Similarly, McAdams’ (1954) equation for heat transfer in pipes
can be expressed as

c U N-07
Jy = 0.023Re’°‘2°(”7“) 37)

This is represented by the dash-dot curve in|Figure 8] which falls
below the mass transfer data. The curve f/2 representing friction in
smooth tubes is the upper, solid curve.

Data for the evaporation of liquids from single cylinders into
gas streams flowing transversely to the cylinders’ axes are shown
in Although the dash-dot line on represents the
data, it is actually taken from McAdams (1954) as representative
of a large collection of data on heat transfer to single cylinders
placed transverse to airstreams. To compare these data with fric-
tion, it is necessary to distinguish between total drag and skin fric-
tion. Since the analogies are based on skin friction, the normal
pressure drag must be subtracted from the measured total drag. At
Re = 1000, the skin friction is 12.6% of the total drag; at Re =
31600, it is only 1.9%. Consequently, the values of f/2 at a high
Reynolds number, obtained by the difference, are subject to con-
siderable error.

In data on the evaporation of water into air for single
spheres are presented. The solid line, which best represents these
data, agrees with the dashed line representing McAdams’ correla-
tion for heat transfer to spheres. These results cannot be compared
with friction or momentum transfer because total drag has not been
allocated to skin friction and normal pressure drag. Application of
these data to air-water contacting devices such as air washers and
spray cooling towers is well substantiated.

When the temperature of the heat exchanger surface in contact
with moist air is below the dew-point temperature of the air, vapor
condensation occurs. Typically, the air dry-bulb temperature and
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Fig. 8 Vaporization and Absorption in Wetted-Wall Column
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Fig. 10 Mass Transfer from Single Spheres

humidity ratio both decrease as the air flows through the exchanger.
Therefore, sensible and latent heat transfer occur simultaneously.
This process is similar to one that occurs in a spray dehumidifier and
can be analyzed using the same procedure; however, this is not gen-
erally done.

Cooling coil analysis and design are complicated by the problem
of determining transport coefficients h, &, and f. It would be con-
venient if heat transfer and friction data for dry heating coils could be
used with the Colburn analogy to obtain the mass transfer coeffi-
cients. However, this approach is not always reliable, and work by
Guillory and McQuiston (1973) and Helmer (1974) shows that the
analogy is not consistently true.|Figure 11|{shows j-factors for a sim-
ple parallel plate exchanger for different surface conditions with sen-
sible heat transfer. Mass transfer j-factors and the friction factors
exhibit the same behavior. Dry surface j-factors fall below those
obtained under dehumidifying conditions with the surface wet. At
low Reynolds numbers, the boundary layer grows quickly; the drop-
lets are soon covered and have little effect on the flow field. As the
Reynolds number is increased, the boundary layer becomes thin and
more of the total flow field is exposed to the droplets. The roughness
caused by the droplets induces mixing and larger j-factors. The data
in cannot be applied to all surfaces because the length of
the flow channel is also an important variable. However, the water
collecting on the surface is mainly responsible for breakdown of the
Jj-factor analogy. The j-factor analogy is approximately true when the
surface conditions are identical. Under some conditions, it is possi-
ble to obtain a film of condensate on the surface instead of droplets.
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Parallel Plate Exchanger

Guillory and McQuiston (1973) and Helmer (1974) related dry sen-
sible j- and f-factors to those for wetted dehumidifying surfaces.

The equality of jy, jp, and f/2 for certain streamline shapes at
low mass transfer rates has experimental verification. For flow past
bluff objects, jy and j, are much smaller than f/2, based on total
pressure drag. The heat and mass transfer, however, still relate in a
useful way by equating jy and jp.

Example 4. Using solid cylinders of volatile solids (e.g., naphthalene,
camphor, dichlorobenzene) with airflow normal to these cylinders,
Bedingfield and Drew (1950) found that the ratio between the heat and
mass transfer coefficients could be closely correlated by the following
relation:

h 0
— = [12 kg - K
Si = 112301/ (ke >1(pD)

v

For completely dry air at 21°C flowing at a velocity of 9.5 m/s over a
wet-bulb thermometer of diameter d = 7.5 mm, determine the heat and
mass transfer coefficients from and compare their ratio with
the Bedingfield-Drew relation.

Solution: For dry air at 21°C and standard pressure, p = 1.198 kg/m?,
u= 1.82 x 107 kg/(s-m), k = 0.02581 W/(m-K), and ¢, = 1.006
kJ/(kg-K). From|Equation (10){ D, = 25.13 mm?/s. Therefore,

Re,, = pu.d/u = 1.198x9.5x7.5/(1000x 1.82x 107) = 4690
Pr = ¢, iu/k = 1.006x 1.82x 10” x 1000/(0.02581) = 0.709
Sc = pu/pD, = 1.82x 10 x 10°/(1.198 x 25.13) = 0.605

From [Figure 9l at Rey, = 4700, read j = 0.0089, j, = 0.010. From
[Equations (34)|and [35)]

h = jgpeyu/ (P’
= 0.0089 x 1.198 x 1.006 x 9.5 x 1000/(0.709)*">
= 128 W/(m” K)
hy = jpu./(Sc)”’? = 0.010%9.5/(0.605)""

0.133 m/s
h/phy, = 128/(1.198 x 0.133) = 803 J/(kg - K)



Mass Transfer

From the Bedingfield-Drew relation,
0.56
h/phy, = 1230(0.605) = 928 1/(kg - K)

Equations (34)|and are call the Reynolds analogy when Pr = Sc =

1. This suggests that h/phy, = ¢, = 1006 J/(kg-K). This close agreement
is because the ratio Sc/Pr is 0.605/0.709 or 0.85, so that the exponent of
these numbers has little effect on the ratio of the transfer coefficients.

The extensive developments for calculating heat transfer coeffi-
cients can be applied to calculate mass transfer coefficients under
similar geometrical and flow conditions using the j-factor analogy.
For example,| Table 6 of Chapter 3|lists equations for calculating
heat transfer coefficients for flow inside and normal to pipes. Each
equation can be used for mass transfer coefficient calculations by
equating jy and j, and imposing the same restriction to each stated
in|Table 6 of Chapter 3/ Similarly, mass transfer experiments often
replace corresponding heat transfer experiments with complex
geometries where exact boundary conditions are difficult to model
(Sparrow and Ohadi 1987a, 1987b).

The j-factor analogy is useful only at low mass transfer rates. As
the rate of mass transfer increases, the movement of matter normal
to the transfer surface increases the convective velocity. For exam-
ple, if a gas is blown from many small holes in a flat plate placed
parallel to an airstream, the boundary layer thickens, and resistance
to both mass and heat transfer increases with increasing blowing
rate. Heat transfer data are usually collected at zero or, at least,
insignificant mass transfer rates. Therefore, if such data are to be
valid for a mass transfer process, the mass transfer rate (i.e., the
blowing) must be low.

The j-factor relationship jy = jp can still be valid at high mass
transfer rates, but neither j nor jj, can be represented by data at
zero mass transfer conditions. Eckert and Drake (1972) and Chap-
ter 24 of Bird et al. (1960) have detailed information on high mass
transfer rates.

Lewis Relation

Heat and mass transfer coefficients are satisfactorily related at
the same Reynolds number by equating the Chilton-Colburn j-fac-

tors. Comparing and [(35) gives
StPr" = Jg = St,,Sc”
Inserting the definitions of St, Pr, St,,, and Sc gives

h (%)2/3 _ hMPAm(L)Z/S

pcpﬁ k u pDv
or
2/3
h_ _ (n/pD,)
hype, A" (e, u/k)
=P, (a/D)"’ (38)

The quantity o/D, is the Lewis number Le. Its magnitude
expresses relative rates of propagation of energy and mass within a
system. It is fairly insensitive to temperature variation. For air and
water vapor mixtures, the ratio is (0.60/0.71) or 0.845, and
(0.845)%3 is 0.894. At low diffusion rates, where the heat-mass
transfer analogy is valid, Py, is essentially unity. Therefore, for air
and water vapor mixtures,

=1 39)
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The ratio of the heat transfer coefficient to the mass transfer coef-
ficient is equal to the specific heat per unit volume of the mixture at
constant pressure. This relation [ Equation (39)] is usually called the
Lewis relation and is nearly true for air and water vapor at low mass
transfer rates. It is generally not true for other gas mixtures because
the ratio Le of thermal to vapor diffusivity can differ from unity. The
agreement between wet-bulb temperature and adiabatic saturation
temperature is a direct result of the nearness of the Lewis number to
unity for air and water vapor.

The Lewis relation is valid in turbulent flow whether or not o/D,,
equals 1 because eddy diffusion in turbulent flow involves the same
mixing action for heat exchange as for mass exchange, and this
action overwhelms any molecular diffusion. Deviations from the
Lewis relation are, therefore, due to a laminar boundary layer or a
laminar sublayer and buffer zone where molecular transport phe-
nomena are the controlling factors.

SIMULTANEOUS HEAT AND MASS
TRANSFER BETWEEN
WATER-WETTED SURFACES AND AIR

A simplified method used to solve simultaneous heat and mass
transfer problems was developed using the Lewis relation, and it
gives satisfactory results for most air-conditioning processes. Ex-
trapolation to very high mass transfer rates, where the simple heat-
mass transfer analogy is not valid, will lead to erroneous results.

Enthalpy Potential

The water vapor concentration in the air is the humidity ratio W,
defined as

P
-2 40
o, (40)

w

A mass transfer coefficient is defined using W as the driving
potential:

mp = Ky (W, -~ W_) @1

where the coefficient K, is in kg/(s-m?). For dilute mixtures, p; =
Pac ; that is, the partial mass density of dry air changes by only a
small percentage between interface and free stream conditions.
Therefore,

o K
mp = “ﬂ(PBi—Pw) (42)
Pam

where p,,, = mean density of dry air, kg/m®. Comparing [Equation |
(42) with [Equation (24)|shows that

Ku

pA m

hy, (43)

The humid specific heat Com of the airstream is, by definition

(Mason and Monchick 1965),

Com = (1+ Woo)cp (44a)
or
_ (P
Com = (PAM)CP (44b)

where c,,,,, is in kJ/(k,

gda- K)
Substituting from|Equations (43) and {44b) into [Equation (39)

gives
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h
_Pam g 45)
KMpAocCpm KMCpm

since Py, = P4o. because of the small change in dry-air density.
Using a mass transfer coefficient with the humidity ratio as the driv-
ing force, the Lewis relation becomes ratio of heat to mass transfer
coefficient equals humid specific heat.

For the plate humidifier illustrated in the total heat
transfer from liquid to interface is

q" = qy +mphy, (46)

Using the definitions of the heat and mass transfer coefficients gives

q = h(t;—1,,) + Ky (W, = W_)hy, (47)
Assuming [Equation (45)|is valid gives
q =Ky [cpm(tl-—too) +(W, - Ww)hfg} 48)

The enthalpy of the air is approximately
h=c,t+Wh (49)

The enthalpy A, of the water vapor can be expressed by the ideal
gas law as

hy =, (t=1,) + hy,, (50)

where the base of enthalpy is taken as saturated water at temperature
t,. Choosing t, = 0°C to correspond with the base of the dry-air
enthalpy gives

h = (cpa + chs)t+ th

g0 = Cpm! T Wh

fo Gb

If small changes in the latent heat of vaporization of water with tem-

perature are neglected when comparing|Equations (49) and, the

total heat transfer can be written as

q = Ky(h;=h.) (52)

Where the driving potential for heat transfer is temperature dif-
ference and the driving potential for mass transfer is mass concen-
tration or partial pressure, the driving potential for simultaneous
transfer of heat and mass in an air water-vapor mixture is, to a close
approximation, enthalpy.

Basic Equations for Direct-Contact Equipment

Air-conditioning equipment can be classified as (1) having direct
contact between air and water used as a cooling or heating fluid or
(2) having the heating or cooling fluid separated from the airstream
by a solid wall. Examples of the former are air washers and cooling
towers; an example of the latter is a direct-expansion refrigerant (or
water) cooling and dehumidifying coil. In both cases, the airstream
is in contact with a water surface. Direct contact implies contact
directly with the cooling (or heating) fluid. In the dehumidifying
coil, the contact with the condensate removed from the airstream is
direct, but it is indirect with the refrigerant flowing inside the tubes
of the coil. These two cases are treated separately because the sur-
face areas of direct-contact equipment cannot be evaluated.

For the direct-contact spray chamber air washer of cross-sec-

tional area A . and length [ (Figure 12)| the steady mass flow rate of
dry air per unit cross-sectional area is

2001 ASHRAE Fundamentals Handbook (SI)
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Fig. 12 Air Washer Spray Chamber
n'za/ACS =G, (53)

and the corresponding mass flux of water flowing parallel with the
air is

mL/Acs = GL (54)

where

mg, = mass flow rate of air, kg/s

G, = mass flux or flow rate per unit cross-sectional area for air,
kg/(s-m?)

my = mass flow rate of liquid, kg/s

G; = mass flux or flow rate per unit cross-sectional area for liquid,
kg/(s-m?)

Because water is evaporating or condensing, G; changes by an
amount dG; in a differential length dl of the chamber. Similar
changes occur in temperature, humidity ratio, enthalpy, and other
properties.

Because evaluating the true surface area in direct-contact equip-
ment is difficult, it is common to work on a unit volume basis. If ay
and a,, are the area of heat transfer and mass transfer surface per unit
of chamber volume, respectively, the total surface areas for heat and
mass transfer are

Ay = ayA,l and A, = ayA,l (55)

The basic equations for the process occurring in the differential
length d/ can be written for

1. Mass transfer
-dG; = G, dW = Kya,,(W,-W)dl (56)

That is, the water evaporated, the moisture increase of the air, and
the mass transfer rate are all equal.

2. Heat transfer to air
Gacpmdta = hyay(t;—t,)dl (57)
3. Total energy transfer to air

Gy(Cppdty+ hyy, dW)

(58)
= [Kyap (W, = Why, + hyay(t;— 1)) dl

Assuming ay = a,; and Le =1, and neglecting small variations in
gy reduces to

G,dh = Kyay(h;—h)dl (59)
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The heat and mass transfer areas of spray chambers are assumed
to be identical (ay = a);). Where packing materials, such as wood
slats or Raschig rings, are used, the two areas may be considerably
different because the packing may not be wet uniformly. The valid-
ity of the Lewis relation was discussed previously. It is not neces-
sary to account for the small changes in latent heat hy, after making
the two previous assumptions.

4. Energy balance
G,dh = *G;c; dt; (60)

A minus sign refers to parallel flow of air and water; a plus sign
refers to counterflow (water flow in the opposite direction from
airflow).

The water flow rate changes between inlet and outlet as a result
of the mass transfer. For exact energy balance, the term (c;#;dG;)
should be added to the right side of[Equation (60). The percentage
change in Gy is quite small in usual applications of air-conditioning
equipment and, therefore, can be ignored.

5. Heat transfer to water
G cpdt; = hpay(t; -

Equations (56)|to are the basic relations for solution of

simultaneous heat and mass transfer processes in direct-contact air-
conditioning equipment.
To facilitate the use of these relations in equipment design or per-

formance, three Other eq uatlons can be extracted from the above set.
Cornbmmg 9), [60)} and [6 .i gives

—h; hpay hy

_ = _ = 62
tL—tl- Kyay Ky, 62)

t)dl 61)

Equation (62)[relates the enthalpy potential for the total heat transfer

through the gas film to the temperature potential for this same trans-
fer through the liquid film. Physical reasoning leads to the conclu-
sion that this ratio is proportional to the ratio of gas film resistance

(1/K)) to liquid film resistance (1/k;). Combining
{59y s

| and gives
dh _h-h
an _ 63
dt, t,—t ©63)
Similarly, combining|Equations (56}, , and [45) gives
W-Ww.
aw_ ’ (64)
dt,  t,—t;

Equation (64)|indicates that at any cross section in the spray cham-

ber, the instantaneous slope of the air path dW/dt, on a psychromet-
ric chart is determined by a straight line connecting the air state
with the interface saturation state at that cross section. In Figure 13,
state 1 represents the state of the air entering the parallel flow air
washer chamber of - The washer is operating as a heating
and humidifying apparatus so that the interface saturation state of
the water at air inlet is the state designated 1,. Therefore, the initial
slope of the air path is along a line directed from state 1 to state 1;.
As the air is heated, the water cools and the interface temperature
drops. Corresponding air states and interface saturation states are
indicated by the letters a, b, ¢, and d in . In each instance,
the air path is directed toward the associated interface state. The

interface states are derived from and quation

[(60)]describes how the air enthalpy changes with water tempera-

ture; [Equation (62)| describes how the interface saturation state
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Fig. 13 Air Washer Humidification Process on
Psychrometric Chart

changes to accommodate this change in air and water conditions.
The solution for the interface state on the normal psychrometric
chart of MCan be determined either by trial and error from

and or by a complex graphical procedure
(Kusuda 1957).

Air Washers

Air washers are direct-contact apparatus used to (1) simulta-
neously change the temperature and humidity content of air passing
through the chamber and (2) remove air contaminants such as dust
and odors. Adiabatic spray washers, which have no external heating
or chilling source, are used to cool and humidify air. Chilled spray
air washers have an external chiller to cool and dehumidify air.
Heated spray air washers, whose external heating source provides
additional energy for evaporation of water, are used to humidify and
possibly heat air.

Example 5. A parallel flow air washer with the following design condi-
tions is to be designed (see.
Water temperature at inlet 7, | = 35°C
Water temperature at outlet 7;, = 23.9°C
Air temperature at inlet 7, = 18.3°C
Air wet-bulb at inlet t7,; =7.2°C
Air mass flow rate per unit area G, = 1.628 kg/(s-m?)
Spray ratio G;/G, =0.70
Air heat transfer coefficient per cubic metre of chamber volume
hyagy = 1.34 kW/(m3-K)
Liquid heat transfer coefficient per cubic metre of chamber volume
hyay = 16.77 kW/(m?-K)
Air volumetric flow rate Q = 3.07 m%/s
Solution: The air mass flow rate m,= 3.07 x 1.20 = 3.68 l;g/s; the
required spray chamber cross-sectional area is, then, A, = m,/G, =

3.68/1.628 = 2.26 m>. The mass transfer coefficient is given by the
Lewis relation|[Equation (45)] as

Kyay = (h,ay)/c,, = 1.34/1.005 = 1.33kg/(m3 -s)
shows the enthalpy-temperature psychrometric chart with the
graphical solution for the interface states and the air path through the
washer spray chamber. The solution proceeds as follows:
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Fig. 14 Graphical Solution for Air-State Path in
Parallel Flow Air Washer

1. Enter bottom of chart with ¢; of 7.2°C, and follow up to saturation
curve to establish air enthalpy /; of 41.1 kJ/kg. Extend this enthalpy
line to intersect initial air temperature #,; of 18.3°C (state 1 of air)
and initial water temperature #;; of 35°C at point A. (Note that the
temperature scale is used for both air and water temperatures.)

2. Through point A, construct the energy balance line A-B with a
slope of

dh G,
aa - _ =_2.
dt; G 9

a

Point B is determined by intersection with the leaving water tem-
perature f;, = 23.9°C. The negative slope here is a consequence of
the parallel flow, which results in the air-water mixture’s approach-
ing, but not reaching, the common saturation state s. (The line A-B
has no physical significance in representing any air state on the
psychrometric chart. It is merely a construction line in the graphi-
cal solution.)
3. Through point A, construct the tie-line A-1; having a slope of

h—h; hya
lz_Az_M=_12_6
t—t; Kyay 1.33

The intersection of this line with the saturation curve gives the initial
interface state 1; at the chamber inlet. (Note how the energy balance
line and tie-line, representingand combine for a
simple graphical solution on [Figure 14]for the interface state.)

4. The initial slope of the air path can now be constructed, according to
Equation (63)] drawing line 1-a toward the initial interface state 1.

(The length of the line 1-a will depend on the degree of accuracy
required in the solution and the rate at which the slope of the air path
is changing.)

kg/kJ

1000

W
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. Construct the horizontal line a-M locating the point M on the energy-

balance line. Draw a new tie-line (slope of —12.6 as before) from M
to a; locating interface state a;. Continue the air path from a to b by
directing it toward the new interface state ;. (Note that the change in
slope of the air path from 1-a to a-b is quite small, justifying the path
incremental lengths used.)

Continue in the manner of until point 2, the final state of the
air leaving the chamber, is reached. In this example, six steps are
used in the graphical construction with the following results:

State 1 a b c d 2
17 35 32.8 30.6 28.3 26.1 23.9
h 41.1 47.7 54.3 60.8 67.4 73.9
t; 29.2 27.9 26.7 254 24.2 22.9
h; 114.4 108.0 102.3 96.9 91.3 86.4
t, 18.3 19.3 20.3 21.1 21.9 22.4

The final state of the air leaving the washer is 7, = 22.4°C and h, =
73.6 kJ/kg (wet-bulb temperature 7/, = 19.4°C).

. The final step involves calculating the required length of the spray

chamber. From|Equation (59)}

G, Jz dh
1 (hi=h)

Kyay

The integral is evaluated graphically by plotting 1/(h; — h) versus h as
shown in Any satisfactory graphical method can be used
to evaluate the area under the curve. Simpson’s rule with four equal
increments of Ak equal to 8.2 gives

> _an
N = fl Gy = (/D0 + 433+ 20+ 4y 43)

N = (8.2/3)[0.0136 + (4 x 0.0167) + (2 x 0.0238)
+(4%0.0372) +0.0800] = 0.975

The design length is, therefore, [ = (1.628/1.33)(0.975) = 1.19 m.

The method used in[Example 3 can also be used to predict the
performance of existing direct-contact equipment and can deter-
mine the transfer coefficients when performance data from test runs
are available. By knowing the water and air temperatures entering
and leaving the chamber and the spray ratio, it is possible, by trial
and error, to determine the proper slope of the tie-line necessary to
achieve the measured final air state. The tie-line slope gives the ratio
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from the known chamber length /.
Additional descriptions of air spray washers and general perfor-
mance criteria are given in Chapter 19 of the 2000 ASHRAE Hand-
book—Systems and Equipment.

hyay/Kyay,; Kypay, is found from the integral relationship in
“

Cooling Towers

A cooling tower is a direct-contact heat exchanger in which
waste heat picked up by the cooling water from a refrigerator, air
conditioner, or industrial process is transferred to atmospheric air by
cooling the water. Cooling is achieved by breaking up the water
flow to provide a large water surface for air, moving by natural or
forced convection through the tower, to contact the water. Cooling
towers may be counterflow, crossflow, or a combination of both.

The temperature of the water leaving the tower and the packing
depth needed to achieve the desired leaving water temperature are
of primary interest for design. Therefore, the mass and energy bal-
ance equations are based on an overall coefficient K, which is based
on (1) the enthalpy driving force due to % at the bulk water temper-
ature and (2) neglecting the film resistance. Combining

and| and using the parameters described above yields
Gcpdt = Kyay(h,—h)dl = G,dh
_ K,dv(h' —h,) (65)
ACS
or

KV t, ¢; dt

2 = J.Z,L_ (66)
my, t(h"=h,)

Chapter 36 of the 2000 ASHRAE Handbook—Systems and
Equipment covers cooling tower design in detail.

Cooling and Dehumidifying Coils

When water vapor is condensed out of an airstream onto an ex-
tended surface (finned) cooling coil, the simultaneous heat and mass
transfer problem can be solved by the same procedure set forth for di-
rect-contact equipment. The basic equations are the same, except that
the true surface area of the coil A is known and the problem does not
have to be solved on a unit volume basis. Therefore, if in
[(36).[(57)] and [59)] ay, d! or ay, dl is replaced by dA/A,, these equa-
tions become the basic heat, mass, and total energy transfer equations
for indirect-contact equipment such as dehumidifying coils. The en-
ergy balance shown by[Equation (60) remains unchanged. The heat
transfer from the interface to the refrigerant now encounters the com-
bined resistances of the condensate film (R; = 1/h;); the metal wall
and fins, if any (R,,); and the refrigerant film (R, = A/h,A,). If this
combined resistance is designated as R;= R + R,,+ R, = 1/U;,[Equa-|
becomes, for a coil dehumidifier,

*m;c di, = Ut, —t,)dA (67)

(plus sign for counterflow, minus sign for parallel flow).
The tie-line slope is then

il (68)
-t Ky,

illustrates the graphical solution on a psychrometric
chart for the air path through a dehumidifying coil with a constant

refrigerant temperature. Because the tie-line slope is infinite in this
case, the energy balance line is vertical. The corresponding inter-

5.13

tr N\ i / /
| 2

g
A

50

ENTHALPY, kJ/kg (dry air)

90
AS Ak
TIE-LINE oS of
SLOPE = -Uj/Ky oo
h QO 0
R s P
®
ENERGY V\\— ——— 7 e o
BALANCE [N N — /5 Qgge,— 70
LINE—— ™\ tan ///
SN
NN N N ¢ oo
BIT\_\_a,I f o~
T o) = oL 60
o
W

/ 40
/// hvs.t
ENTHALPY — TEMPERATURE
PSYGHROMETRIC CHART o
/‘?
5 10 15 20 25 30 3520

TEMPERATURE, °C

Fig. 16 Graphical Solution for Air-State Path in
Dehumidifying Coil with Constant Refrigerant Temperature

face states and air states are denoted by the same letter symbols, and
the solution follows the same procedure as in

If the problem is to determine the required coil surface area for a
given performance, the area is computed by the following relation:

ma [*dh
A= 7(74'[1 0 (69)

This graphical solution on the psychrometric chart automatically
determines whether any part of the coil is dry. Thus, in the example
illustrated in the entering air at state 1 initially encounters
an interface saturation state 1;, clearly below its dew-point temper-
ature t;;, so the coil immediately becomes wet. Had the graphical
technique resulted in an initial interface state above the dew-point
temperature of the entering air, the coil would be initially dry. The
air would then follow a constant humidity ratio line (the sloping
W = constant lines on the chart) until the interface state reached the
air dew-point temperature.

Mizushina et al. (1959) developed this method not only for water
vapor and air, but also for other vapor-gas mixtures. Chapter 21 of
the 2000 ASHRAE Handbook—Systems and Equipment shows
another related method, based on ARI Standard 410, of determining
air-cooling and dehumidifying coil performance.

SYMBOLS

a = constant, dimensionless; or surface area per unit volume, m?%/m
A = surface area, m?
A,, = cross-sectional area, m
b = exponent, dimensionless
¢; = specific heat of liquid, klJ/(kg-K)
¢, = specific heat at constant pressure, kJ/(kg-K)
¢, = specific heat of moist air at constant pressure, kJ/(kggy, -K)
C = molal concentration of solute in solvent, mol/m3
d = diameter, m
D, = diffusion coefficient (mass diffusivity), mm?/s
f = Fanning friction factor, dimensionless
G
h

3

2

= mass flux, flow rate per unit of cross-sectional area, kg/(s~m2)
= enthalpy, kJ/kg; or heat transfer coefficient, W/(m2-K)
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hy, = enthalpy of vaporization, kJ/kg
hy, = mass transfer coefficient, m/s

Jjp = Colburn mass transfer group = Sh/(Re-Sc!”3), dimensionless
Jjg = Colburn heat transfer group = Nu/(Re-Pr!”3), dimensionless
J = diffusive mass flux, kg/(s-m2)
J# = diffusive molar flux, mol/(s-m?)
k = thermal conductivity, W/(m-K)
K); = mass transfer coefficient, kg/(s-m2)
[ = length, m
L = characteristic length, m
L/G = liquid-to-air mass flow ratio
Le = Lewis number = o/D,, dimensionless
m = rate of mass transfer, m/s
m” = mass flux, kg/(s-m?)
m”* = molar flux, mol/(s-m?)
M = relative molecular mass, kg/mol
Nu = Nusselt number = hL/k, dimensionless
p = pressure, kPa
P,,, = logarithmic mean density factor
Pr = Prandtl number = cpu/k, dimensionless
g = rate of heat transfer, W
= heat flux per unit area, W/m?
Q = volumetric flow rate, m?/s
R. = combined thermal resistance, m?-K/W
R; = thermal resistance of condensate film, m?2-K/W
R = thermal resistance across metal wall and fins, m?-K/W
R, = thermal resistance of refrigerant film, m2-K/W
R, = universal gas constant = 8.314 kJ/(mol-K)
Re = Reynolds number = puL/ , dimensionless
Sc = Schmidt number = u/pD,, dimensionless
Sh = Sherwood number = hy,L/D,, dimensionless
St = Stanton number = h/pc, u , dimensionless
St,,, = mass transfer Stanton number = hy, P, / u , dimensionless
t = temperature, °C
T = absolute temperature, K
u = velocity in x direction, m/s
U; = overall conductance from refrigerant to air-water interface for
dehumidifying coil, W/(m?-K)
v = velocity in y direction, m/s
v; = velocity normal to mass transfer surface for component i, m/s
V = fluid stream velocity, m/s
W = humidity ratio, kg of water vapor per kg of dry air
X, ¥, z = coordinate direction, m
X, Y, Z = coordinate direction, dimensionless

o = thermal diffusivity = k/pcp, m?/s
gp = eddy mass diffusivity, m*/s

0 = dimensionless time parameter

U = absolute (dynamic) viscosity, kg/(m-s)
},_L = permeability, mg/(s-m-Pa)

v = kinematic viscosity, m%/s

p = mass density or concentration, kg/m>
0 = characteristic molecular diameter, nm
T = time

T; = shear stress in the x-y coordinate plane, N/m?
® = mass fraction, kg/kg

Qp 4p = temperature function in

Subscripts

a = air property

Am = logarithmic mean

gas component of binary mixture
the more dilute gas component of binary mixture
= critical state
dry air property or air-side transfer quantity
heat transfer quantity
air-water interface value
liquid
mean value or metal
mass transfer quantity
property evaluated at 0°C

CRI~N_TE s T
I
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s = water vapor property or transport quantity

w = water vapor

oo = property of main fluid stream
Superscripts

* = on molar basis
~ = average value
/= wet bulb
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SYCHROMETRICS deals with the thermodynamic properties
of moist air and uses these properties to analyze conditions and
processes involving moist air.

Hyland and Wexler (1983a,b) developed formulas for thermody-
namic properties of moist air and water. However, perfect gas rela-
tions can be used instead of these formulas in most air-conditioning
problems. Kuehn et al. (1998) showed that errors are less than 0.7%
in calculating humidity ratio, enthalpy, and specific volume of sat-
urated air at standard atmospheric pressure for a temperature range
of =50 to 50°C. Furthermore, these errors decrease with decreasing
pressure.

This chapter discusses perfect gas relations and describes their
use in common air-conditioning problems. The formulas developed
by Hyland and Wexler (1983a) and discussed by Olivieri (1996)
may be used where greater precision is required.

COMPOSITION OF DRY AND
MOIST AIR

Atmospheric air contains many gaseous components as well as
water vapor and miscellaneous contaminants (e.g., smoke, pollen,
and gaseous pollutants not normally present in free air far from pol-
lution sources).

Dry air exists when all water vapor and contaminants have
been removed from atmospheric air. The composition of dry air
is relatively constant, but small variations in the amounts of indi-
vidual components occur with time, geographic location, and
altitude. Harrison (1965) lists the approximate percentage com-
position of dry air by volume as: nitrogen, 78.084; oxygen,
20.9476; argon, 0.934; carbon dioxide, 0.0314; neon, 0.001818;
helium, 0.000524; methane, 0.00015; sulfur dioxide, 0 to 0.0001;
hydrogen, 0.00005; and minor components such as krypton,
xenon, and ozone, 0.0002. The relative molecular mass of all
components for dry air is 28.9645, based on the carbon-12 scale
(Harrison 1965). The gas constant for dry air, based on the car-
bon-12 scale, is

R,, = 8314.41/28.9645 = 287.055 J/(kg-K) (1)

Moist air is a binary (two-component) mixture of dry air and
water vapor. The amount of water vapor in moist air varies from
zero (dry air) to a maximum that depends on temperature and pres-
sure. The latter condition refers to saturation, a state of neutral
equilibrium between moist air and the condensed water phase (liq-
uid or solid). Unless otherwise stated, saturation refers to a flat inter-
face surface between the moist air and the condensed phase.
Saturation conditions will change when the interface radius is very

The preparation of this chapter is assigned to TC 1.1, Thermodynamics and
Psychrometrics.
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small such as with ultrafine water droplets. The relative molecular
mass of water is 18.01528 on the carbon-12 scale. The gas constant
for water vapor is

R,, =8314.41/18.01528 = 461.520 J/(kg-K) 2)

UNITED STATES STANDARD
ATMOSPHERE

The temperature and barometric pressure of atmospheric air vary
considerably with altitude as well as with local geographic and
weather conditions. The standard atmosphere gives a standard of
reference for estimating properties at various altitudes. At sea level,
standard temperature is 15°C; standard barometric pressure is
101.325 kPa. The temperature is assumed to decrease linearly with
increasing altitude throughout the troposphere (lower atmosphere),
and to be constant in the lower reaches of the stratosphere. The
lower atmosphere is assumed to consist of dry air that behaves as a
perfect gas. Gravity is also assumed constant at the standard value,
9.806 65 m/s>. summarizes property data for altitudes to
10 000 m.

Table 1 Standard Atmospheric Data for Altitudes to 10 000 m
Altitude, m

Temperature, °C Pressure, kPa

-500 18.2 107.478
0 15.0 101.325

500 11.8 95.461
1000 8.5 89.875
1500 52 84.556
2000 2.0 79.495
2500 -1.2 74.682
3000 —4.5 70.108
4000 -11.0 61.640
5000 -17.5 54.020
6000 -24.0 47.181
7000 -30.5 41.061
8000 -37.0 35.600
9000 —43.5 30.742
10000 =50 26.436
12000 —63 19.284
14000 -76 13.786
16 000 -89 9.632
18000 -102 6.556
20000 -115 4.328
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The pressure values in|Table 1|may be calculated from

_ 5.2559
p = 101.325(1 - 225577 x 10"°Z) 3)

The equation for temperature as a function of altitude is given as
t = 15-0.0065Z “)

where
Z = altitude, m
p = barometric pressure, kPa
t = temperature, °C

and [(4] are accurate from —5000 m to 11 000 m.
For higher altitudes, comprehensive tables of barometric pressure
and other physical properties of the standard atmosphere can be
found in NASA (1976).

THERMODYNAMIC PROPERTIES OF
MOIST AIR

developed from formulas by Hyland and Wexler
(1983a,b), shows values of thermodynamic properties of moist air
based on the thermodynamic temperature scale. This ideal scale
differs slightly from practical temperature scales used for physical
measurements. For example, the standard boiling point for water (at
101.325 kPa) occurs at 99.97°C on this scale rather than at the tra-
ditional value of 100°C. Most measurements are currently based
on the International Temperature Scale of 1990 (ITS-90) (Preston-
Thomas 1990).

The following paragraphs briefly describe each column of

t = Celsius temperature, based on thermodynamic temperature scale
and expressed relative to absolute temperature 7 in kelvins (K)
by the following relation:

T =1t+273.15

W, = humidity ratio at saturation, condition at which gaseous phase
(moist air) exists in equilibrium with condensed phase (liquid or
solid) at given temperature and pressure (standard atmospheric
pressure). At given values of temperature and pressure, humidity
ratio W can have any value from zero to W,.

Vya = specific volume of dry air, m3/kg (dry air).

Vs = Vs — Vg, difference between specific volume of moist air at satu-
ration and that of dry air itself, m?/kg (dry air), at same pressure
and temperature.

v, = specific volume of moist air at saturation, m3/kg (dry air).

hg, = specific enthalpy of dry air, kJ/kg (dry air). In, hy, has
been assigned a value of 0 at 0°C and standard atmospheric pres-
sure.

h,s = hg— hg,, difference between specific enthalpy of moist air at sat-
uration and that of dry air itself, kJ/kg (dry air), at same pressure
and temperature.

hg = specific enthalpy of moist air at saturation, klJ/kg (dry air).

S4q = specific entropy of dry air, kJ/(kg-K) (dry air). In , 54, has
been assigned a value of 0 at 0°C and standard atmospheric pres-
sure.

Sus = S — Sqq» difference between specific entropy of moist air at satu-
ration and that of dry air itself, kJ/(kg-K) (dry air), at same pres-
sure and temperature.

s, = specific entropy of moist air at saturation kJ/(kg-K) (dry air).

h,, = specific enthalpy of condensed water (liquid or solid) in equi-
librium with saturated moist air at specified temperature and
pressure, kJ/kg (water). In h,, is assigned a value of 0
at its triple point (0.01°C) and saturation pressure.

Note that &, is greater than the steam-table enthalpy of satu-
rated pure condensed phase by the amount of enthalpy increase
governed by the pressure increase from saturation pressure to
101.325 kPa, plus influences from presence of air.
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s,, = specific entropy of condensed water (liquid or solid) in equi-
librium with saturated air, kJ/(kg-K) (water); s,, differs from
entropy of pure water at saturation pressure, similar to /..

p, = vapor pressure of water in saturated moist air, kPa. Pressure p;
differs negligibly from saturation vapor pressure of pure water
P, for conditions shown. Consequently, values of p, can be used
at same pressure and temperature in equations where p,
appears. Pressure p; is defined as p, = x,,,p, where x,,; is mole
fraction of water vapor in moist air saturated with water at tem-
perature ¢ and pressure p, and where p is total barometric pres-
sure of moist air.

THERMODYNAMIC PROPERTIES OF
WATER AT SATURATION

shows thermodynamic properties of water at saturation
for temperatures from —60 to 160°C, calculated by the formulations
described by Hyland and Wexler (1983b). Symbols in the table fol-
low standard steam table nomenclature. These properties are based
on the thermodynamic temperature scale. The enthalpy and entropy
of saturated liquid water are both assigned the value zero at the tri-
ple point, 0.01°C. Between the triple-point and critical-point tem-
peratures of water, two states—liquid and vapor—may coexist in
equilibrium. These states are called saturated liquid and saturated
vapor.

The water vapor saturation pressure is required to determine a
number of moist air properties, principally the saturation humidity
ratio. Values may be obtained from[Table 3] or calculated from the
following formulas (Hyland and Wexler 1983b).

The saturation pressure over ice for the temperature range of
—100 to 0°Cis given by

Inp,, = C/T+Cy+CyT+C, T +CsT

+C6T4+C7lnT 3)
where
C, =-5.674 535 9 E+03
C, = 6.392 524 7 E+00
C; =-9.677 843 0 E-03
C, = 6.221570 1 E-07

Cs = 2.074 782 5 E-09
—9.484 024 0 E-13
4.163 501 9 E+00

ASEY
Inn

The saturation pressure over liquid water for the temperature range
of 0 to 200°C is given by

Inp,, = Co/T+Co+Cy T+Cy, T
+C1273+C13111T 6)
Cy =—5.800 220 6 E+03

Co = 1.391 499 3 E+00
Cjp =—4.864 023 9 E-02

Cy = 4.176 476 8 E-05
Cy, =—1.445 209 3 E-08
Ci3 = 6.545967 3 E+00

In both Equaions (5] and (6},

In = natural logarithm
Dys = saturation pressure, Pa
T = absolute temperature, K = °C + 273.15

The coefficients of and @ have been derived from

the Hyland-Wexler equations. Due to rounding errors in the deriva-
tions and in some computers’ calculating precision, the results
obtained from [Equations (5) and [6] may not agree precisely with
[Table 3lvalues.
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Table 2 Thermodynamic Properties of Moist Air at Standard Atmospheric Pressure, 101.325 kPa
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Condensed Water
Humidi ifi i
uml‘dlty Specific Volume, Specific Enthalpy, Specific Entropy, Specific - Specific - Vapor
Temp., Ratio, 3kg (d ir) kJ/kg (d ir) K)/(kg-K) (d ir) Enthalpy, Entropy, Pressure, Temp.,

°C  kg(w)/kg(da) mr/kg (dry air g (dry ar g ry air kJ/kg kJ/(kg-K) kPa °C
t s Vda Vas Vs hda has hs Sda Sas Sg hw Sy Ps t
-60  0.0000067 0.6027  0.0000 0.6027  —60.351 0.017 -60.334 —-0.2495 0.0001 —0.2494 44629 -1.6854  0.00108 —60
-59  0.0000076 0.6056  0.0000 0.6056 —59.344 0.018 -59.326 —-0.2448 0.0001 —0.2447 —444.63 -1.6776  0.00124 =59
-58  0.0000087 0.6084  0.0000 0.6084 —58.338 0.021 -58.317 -0.2401 0.0001  —-0.2400 —44295 —1.6698 0.00141 58
=57 0.0000100 0.6113  0.0000 06113  -57.332 0.024 -57.308 -0.2354 0.0001 —0.2353  —441.27 -1.6620  0.00161 57
=56 0.0000114 0.6141  0.0000 0.6141  —56.326 0.028 -56.298 -0.2308 0.0001 -0.2306  —439.58 -1.6542  0.00184 56
-55 0.0000129 0.6170  0.0000 0.6170 -55.319 0.031 -55.288 -0.2261 0.0002 —0.2260 —437.89 -1.6464  0.00209 55
-54  0.0000147 0.6198 0.0000 0.6198 -54.313 0.036 —-54.278 -0.2215 0.0002 -0.2214 —436.19 -1.6386  0.00238 54
=53 0.0000167 0.6226  0.0000  0.6227  —53.307 0.041 -53.267 -0.2170 0.0002 -0.2168 —43448 -1.6308 0.00271 -53
=52 0.0000190 0.6255  0.0000 0.6255  —52.301 0.046 —-52.255 -0.2124 0.0002 -0.2122  -43276 -1.6230  0.00307 -52
=51  0.0000215 0.6283 0.0000 0.6284 -51.295 0.052 -51.243 -0.2079 0.0002 -0.2076 —431.03 -1.6153 0.00348 51
-50  0.0000243 0.6312 0.0000 0.6312 -50.289 0.059 -50.230 -0.2033 0.0003 -0.2031 —429.30 -1.6075 0.00394 50
—-49  0.0000275 0.6340  0.0000 0.6341 —49.283 0.067 —-49.216 —0.1988 0.0003 —0.1985 —427.56 -1.5997 0.00445 —49
—48  0.0000311 0.6369  0.0000 0.6369  —48.277 0.075 -48.202 -0.1944 0.0004 —0.1940 —425.82 -1.5919  0.00503 —48
—47  0.0000350 0.6397  0.0000 0.6398  —47.271 0.085 —47.186 —0.1899 0.0004 —0.1895 —424.06 -1.5842  0.00568 —47
—-46  0.0000395 0.6426  0.0000 0.6426 —46.265 0.095 -46.170 -0.1855 0.0004 -0.1850 —422.30 -1.5764  0.00640 —46
—45  0.0000445 0.6454  0.0000 0.6455 —45.259 0.108 —-45.151 -0.1811 0.0005 —0.1805 —420.54 -1.5686  0.00721 45
—44  0.0000500 0.6483  0.0001  0.6483  —44.253 0.121 —44.132 -0.1767 0.0006 —-0.1761  —-418.76 -1.5609  0.00811 —44
—43  0.0000562 0.6511  0.0001  0.6512  —43.247 0.137 —43.111 -0.1723 0.0006 -0.1716 —-416.98 -1.5531  0.00911 —43
—42  0.0000631 0.6540  0.0001 0.6540 —42.241 0.153 -42.088 -0.1679 0.0007 -0.1672 —415.19 -1.5453 0.01022 —42
—-41  0.0000708 0.6568 0.0001 0.6569 —41.235 0.172 -41.063 -0.1636 0.0008 —0.1628 -413.39 -1.5376  0.01147 —41
—40  0.0000793 0.6597 0.0001 0.6597 —40.229 0.192 -40.037 -0.1592 0.0009 -0.1584 —411.59 -1.5298 0.01285 —40
-39 0.0000887 0.6625  0.0001  0.6626  —39.224 0.216 -39.007 -0.1549 0.0010 —0.1540  —409.77 -1.5221 0.01438 -39
-38  0.0000992 0.6653  0.0001  0.6654  —38.218 0.241 -37.976 -0.1507 0.0011 -0.1496 —-407.96 -1.5143 0.01608 —38
-37 0.0001108 0.6682 0.0001 0.6683 -37.212 0.270 -36.942 -0.1464 0.0012 -0.1452 —406.13 -1.5066  0.01796 37
-36  0.0001237 0.6710  0.0001 0.6712 -36.206 0.302 -35.905 -0.1421 0.0014 -0.1408 —404.29 -1.4988 0.02005 36
-35  0.0001379 0.6739  0.0001  0.6740  —35.200 0.336 —34.864 —0.1379 0.0015 -0.1364 —402.45 -1.4911 0.02235 -35
-34  0.0001536 0.6767  0.0002  0.6769  —34.195 0.375 -33.820 -0.1337 0.0017 —0.1320 —400.60 -1.4833  0.02490 -34
-33  0.0001710 0.6796 0.0002 0.6798 —33.189 0.417 -32.772 -0.1295 0.0018 -0.1276 -398.75 -1.4756 0.02772 33
-32  0.0001902 0.6824  0.0002 0.6826 -32.183 0.464 -31.718 -0.1253 0.0020 -0.1233 -396.89 -1.4678 0.03082 32
=31 0.0002113 0.6853  0.0002 0.6855  —31.178 0.517 -30.661 —0.1212 0.0023 -0.1189  -395.01 -1.4601  0.03425 -31
=30  0.0002346 0.6881  0.0003  0.6884  —30.171 0.574 -29.597 -0.1170 0.0025 -0.1145 -393.14 -1.4524 0.03802 -30
-29  0.0002602 0.6909  0.0003  0.6912  —29.166 0.636 —28.529 —0.1129 0.0028 —0.1101  -391.25 -1.4446 0.04217 -29
-28 0.0002883 0.6938 0.0003 0.6941 —28.160 0.707 -27.454 -0.1088 0.0031 -0.1057 -389.36 -1.4369 0.04673 28
-27  0.0003193 0.6966 0.0004 0.6970 -27.154 0.782 -26.372 -0.1047 0.0034 -0.1013 -387.46 -1.4291 0.05175 =27
-26  0.0003533 0.6995  0.0004  0.6999  —26.149 0.867 —25.282 —0.1006 0.0037 —0.0969  -385.55 -1.4214 0.05725 -26
—-25  0.0003905 0.7023  0.0004  0.7028  -25.143 0.959 -24.184 -0.0965 0.0041 —-0.0924  -383.63 -1.4137 0.06329 -25
-24  0.0004314 0.7052 0.0005 0.7057 -24.137 1.059 -23.078 -0.0925 0.0045 -0.0880 -381.71 -1.4059 0.06991 24
-23  0.0004762 0.7080  0.0005 0.7086 -23.132 1.171 -21.961 -0.0885 0.0050 -0.0835 -379.78 —-1.3982 0.07716  -23
—22  0.0005251 0.7109  0.0006  0.7115  —22.126 1.292 -20.834 —0.0845 0.0054 —-0.0790 -377.84 -1.3905 0.08510 -22
-21  0.0005787 0.7137  0.0007  0.7144  -21.120 1.425 -19.695 -0.0805 0.0060 —0.0745 -375.90 -1.3828 0.09378 -21
—20  0.0006373 0.7165  0.0007 0.7173  -20.115 1.570 -18.545 -0.0765 0.0066 -0.0699  -373.95 -1.3750  0.10326 20
-19  0.0007013 0.7194  0.0008 0.7202 -19.109 1.729 -17.380 -0.0725 0.0072 -0.0653 -371.99 -1.3673 0.11362 -19
-18  0.0007711 0.7222 0.0009 0.7231 -18.103 1.902 -16.201 -0.0686 0.0079 -0.0607 -370.02 -1.3596 0.12492  -18
-17  0.0008473 0.7251  0.0010  0.7261  —17.098 2.092 -15.006 -0.0646 0.0086 —0.0560 —368.04 -1.3518 0.13725 -17
-16  0.0009303 0.7279  0.0011  0.7290  -16.092 2299 -13.793 -0.0607 0.0094 -0.0513 -366.06 -1.3441 0.15068 -16
-15  0.0010207 0.7308 0.0012 0.7320 —-15.086 2.524 -12.562 -0.0568 0.0103 -0.0465 -364.07 -1.3364 0.16530 -15
-14  0.0011191 0.7336 0.0013 0.7349 —14.080 2.769 -11.311 -0.0529 0.0113 -0.0416 -362.07 -1.3287 0.18122 -14
-13  0.0012262 0.7364  0.0014  0.7379  -13.075 3.036 —10.039 -0.0490 0.0123 -0.0367 -360.07 -1.3210 0.19852 —13
-12 0.0013425 0.7393  0.0016  0.7409  —12.069 3327 -8.742 -0.0452 0.0134 -0.0318 -358.06 -1.3132 0.21732 -12
-11  0.0014690 0.7421 0.0017 0.7439 -11.063 3.642 7421 -0.0413 0.0146 -0.0267 -356.04 -1.3055 0.23775  -11
-10  0.0016062 0.7450  0.0019 0.7469 -10.057 3986 -6.072 -0.0375 0.0160 -0.0215 -354.01 -1.2978  0.25991 -10
-9 0.0017551 0.7478 0.0021 0.7499 -9.052 4358 —4.693 -0.0337 0.0174 -0.0163 -351.97 -1.2901 0.28395 -9
-8 0.0019166 0.7507  0.0023  0.7530 -8.046 4764 -3.283 -0.0299 0.0189 —-0.0110 —-349.93 -1.2824  0.30999 -8
-7 0.0020916 0.7535  0.0025  0.7560 -7.040 5202 -1.838 -0.0261 0.0206 —0.0055 —347.88 -1.2746  0.33821 -7
-6 0.0022811 0.7563 0.0028 0.7591 —-6.035 5.677 -0.357 -0.0223 0.0224 -0.0000 -345.82 -1.2669  0.36874 -6
=5 0.0024862 0.7592 0.0030 0.7622 -5.029 6.192 1.164 -0.0186 0.0243 —-0.0057 —343.76 -1.2592  0.40178 -5
-4 0.0027081 0.7620  0.0033  0.7653 —4.023 6.751 2728 -0.0148 0.0264 —0.0115 -341.69 -1.2515 0.43748 —4
-3 0.0029480 0.7649  0.0036  0.7685 -3.017 7.353 4336 -0.0111 0.0286 -0.0175 -339.61 -1.2438  0.47606 -3
-2 0.0032074 0.7677 0.0039 0.7717 -2.011 8.007 5.995 -0.0074 0.0310 -0.0236 -337.52 -1.2361 0.51773 -2
-1 0.0034874 0.7705 0.0043 0.7749 —1.006 8.712 7.706 —0.0037 0.0336 —-0.0299 —-33542 -1.2284  0.56268 -1
0 0.0037895 0.7734  0.0047  0.7781 0.000 9.473 9.473  0.0000 0.0364 0.0364  —333.32 -1.2206  0.61117 0
0* 0.003789 0.7734  0.0047  0.7781 0.000 9.473 9.473  0.0000 0.0364 0.0364 0.06 —0.0001  0.6112 0

1 0.004076 0.7762  0.0051  0.7813 1.006 10.197  11.203  0.0037 0.0391 0.0427 428 0.0153  0.6571 1
2 0.004381 0.7791 0.0055 0.7845 2.012 10.970 12.982 0.0073  0.0419 0.0492 8.49  0.0306  0.7060 2
3 0.004707 0.7819 0.0059 0.7878 3.018 11.793 14.811 0.0110  0.0449 0.0559 1270 0.0459  0.7581 3
4 0.005054 0.7848  0.0064  0.7911 4.024 12.672  16.696  0.0146  0.0480 0.0627 1691 0.0611  0.8135 4
5 0.005424 0.7876  0.0068  0.7944 5.029 13.610 18.639  0.0182 0.0514 0.0697 21.12  0.0762  0.8725 5
6 0.005818 0.7904 0.0074 0.7978 6.036 14.608  20.644 0.0219  0.0550 0.0769 2532  0.0913 0.9353 6
7 0.006237 0.7933 0.0079 0.8012 7.041 15.671 22.713 0.0255 0.0588 0.0843 29.52  0.1064 1.0020 7
8  0.006683 0.7961  0.0085  0.8046 8.047 16.805 24.852  0.0290 0.0628 0.0919 3372 0.1213  1.0729 8
9 0.007157 0.7990  0.0092  0.8081 9.053 18.010 27.064  0.0326 0.0671 0.0997 3792 0.1362  1.1481 9
10 0.007661 0.8018  0.0098  0.8116 10.059 19.293 29352 0.0362 0.0717 0.1078 4211  0.1511 1.2280 10
11 0.008197 0.8046 0.0106 0.8152 11.065 20.658  31.724 0.0397  0.0765 0.1162 46.31  0.1659 1.3128 11
12 0.008766 0.8075 0.0113 0.8188 12.071 22.108  34.179 0.0433  0.0816 0.1248 50.50 0.1806 1.4026 12
13 0.009370 0.8103  0.0122  0.8225 13.077 23.649 36.726  0.0468 0.0870 0.1337 54.69  0.1953  1.4979 13

*Extrapolated to represent metastable equilibrium with undercooled liquid.
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Table 2 Thermodynamic Properties of Moist Air at Standard Atmospheric Pressure, 101.325 kPa (Continued)

Condensed Water
Humidi ifi i
uml‘dlty Specific Volume, Specific Enthalpy, Specific Entropy, Specific - Specific - Vapor
Temp., Ratio, 3kg (d ir) kJ/kg (d ir) K)/(kg-K) (d ir) Enthalpy, Entropy, Pressure, Temp.,
°C  kg(w)/kg(da) mr/kg (dry air g (dry ar 8 ry air kJ/kg kJ/(kg-K) kPa °C
t Ws Vda Vas Vs hda has hs Sda Sas Sg hw Sy Ps t
14 0.010012 0.8132  0.0131  0.8262 14.084 25286  39.370  0.0503 0.0927 0.1430 58.88  0.2099  1.5987 14
15 0.010692 0.8160  0.0140 0.8300 15.090 27.023  42.113 0.0538  0.0987 0.1525 63.07 0.2244 1.7055 15
16 0.011413 0.8188 0.0150 0.8338 16.096 28.867  44.963 0.0573  0.1051 0.1624 67.26  0.2389 1.8185 16
17 0.012178 0.8217 0.0160 0.8377 17.102 30.824  47.926 0.0607 0.1119 0.1726 7144  0.2534 1.9380 17
18 0.012989 0.8245  0.0172  0.8417 18.108 32900 51.008  0.0642 0.1190 0.1832 75.63  0.2678  2.0643 18
19 0.013848 0.8274  0.0184 0.8457 19.114 35.101 54.216 0.0677  0.1266 0.1942 79.81  0.2821 2.1979 19
20  0.014758 0.8302  0.0196  0.8498 20.121 37.434  57.555  0.0711 0.1346 0.2057 84.00 0.2965  2.3389 20
21 0.015721 0.8330  0.0210 0.8540 21.127 39.908  61.035 0.0745  0.1430 0.2175 88.18  0.3107 2.4878 21
22 0.016741 0.8359 0.0224 0.8583 22.133 42527  64.660 0.0779  0.1519 0.2298 9236  0.3249 2.6448 22
23 0.017821 0.8387  0.0240  0.8627 23.140 45301 68.440 0.0813 0.1613 0.2426 96.55 0.3390  2.8105 23
24 0.018963 0.8416  0.0256  0.8671 24.146 48239 72385  0.0847 0.1712 0.2559 100.73  0.3531  2.9852 24
25 0.020170 0.8444  0.0273 0.8717 25.153 51.347  76.500 0.0881 0.1817 0.2698 10491  0.3672 3.1693 25
26 0.021448 0.8472  0.0291 0.8764 26.159 54.638  80.798 0.0915  0.1927 0.2842 109.09  0.3812 3.3633 26
27 0.022798 0.8501  0.0311  0.8811 27.165 58.120  85.285  0.0948 0.2044 0.2992 11327  0.3951  3.5674 27
28 0.024226 0.8529  0.0331  0.8860 28.172 61.804 89.976  0.0982 0.2166 0.3148 11745 04090  3.7823 28
29 0.025735 0.8558 0.0353 0.8910 29.179 65.699  94.878 0.1015  0.2296 0.3311 121.63  0.4229  4.0084 29
30 0.027329 0.8586  0.0376 0.8962 30.185 69.820  100.006 0.1048  0.2432 0.3481 125.81 0.4367  4.2462 30
31 0.029014 0.8614  0.0400 0.9015 31.192 74.177 105.369 0.1082  0.2576 0.3658 129.99  0.4505 4.4961 31
32 0.030793 0.8643  0.0426  0.9069 32.198 78.780 110.979  0.1115 0.2728 0.3842 134.17 04642 47586 32
33 0.032674 0.8671  0.0454  0.9125 33.205 83.652 116.857  0.1148 0.2887 0.4035 13835 04779  5.0345 33
34 0.034660 0.8700  0.0483 0.9183 34.212 88.799 123.011 0.1180 0.3056 0.4236 14253  0.4915 5.3242 34
35  0.036756 0.8728 0.0514 0.9242 35.219 94.236 129.455 0.1213  0.3233 0.4446 146.71  0.5051 5.6280 35
36 0.038971 0.8756  0.0546  0.9303 36.226 99.983 136.209  0.1246  0.3420 0.4666 150.89  0.5186  5.9468 36
37 0.041309 0.8785  0.0581  0.9366 37.233  106.058 143290  0.1278 0.3617 0.4895 155.07 0.5321  6.2812 37
38 0.043778 0.8813 0.0618 0.9431 38.239 112474 150.713 0.1311  0.3824 0.5135 159.25 0.5456  6.6315 38
39 0.046386 0.8842  0.0657 0.9498 39.246  119.258 158.504 0.1343  0.4043 0.5386 16343  0.5590  6.9988 39
40 0.049141 0.8870  0.0698 0.9568 40.253 126430 166.683 0.1375  0.4273 0.5649 167.61  0.5724  7.3838 40
41 0.052049 0.8898 0.0741 0.9640 41.261 134.005 175.265 0.1407 0.4516 0.5923 171.79  0.5857 7.7866 41
42 0.055119 0.8927 0.0788 0.9714 42268 142.007 184.275 0.1439  0.4771 0.6211 17597  0.5990 8.2081 42
43 0.058365 0.8955  0.0837  0.9792 43275 150475 193749  0.1471  0.5041 0.6512 180.15 0.6122  8.6495 43
44 0.061791 0.8983 0.0888 0.9872 44282 159417 203.699 0.1503  0.5325 0.6828 18433  0.6254  9.1110 44
45  0.065411 0.9012  0.0943 0.9955 45289 168.874 214.164 0.1535 0.5624 0.7159 188.51  0.6386  9.5935 45
46 0.069239 0.9040  0.1002  1.0042 46.296 178.882 225.179  0.1566  0.5940 0.7507 192.69 0.6517 10.0982 46
47 0.073282 0.9069  0.1063  1.0132 47.304 189.455 236.759  0.1598 0.6273 0.7871 196.88  0.6648 10.6250 47
48  0.077556 0.9097 0.1129 1.0226 48.311  200.644 248.955 0.1629  0.6624 0.8253 201.06  0.6778 11.1754 48
49 0.082077 0.9125 0.1198 1.0323 49.319 212485 261.803 0.1661  0.6994 0.8655 205.24  0.6908 11.7502 49
50 0.086858 09154  0.1272 1.0425 50.326  225.019 275.345 0.1692  0.7385 0.9077 20942 0.7038 12.3503 50
51 0.091918 09182  0.1350  1.0532 51.334 238290 289.624  0.1723  0.7798 0.9521 213.60 0.7167 12.9764 51
52 0.097272 0.9211  0.1433  1.0643 52.341 252340 304.682  0.1754 0.8234 0.9988 217.78  0.7296 13.6293 52
53 0.102948 0.9239 0.1521 1.0760 53.349  267.247 320.596 0.1785  0.8695 1.0480 22197  0.7424 14.3108 53
54 0.108954 0.9267 0.1614 1.0882 54.357 283.031 337.388 0.1816  0.9182 1.0998 226.15  0.7552 15.0205 54
55 0.115321 0.9296  0.1713  1.1009 55.365 299.772 355.137  0.1847 0.9698 1.1544 230.33  0.7680 15.7601 55
56  0.122077 0.9324  0.1819 1.1143 56.373  317.549 373.922 0.1877 1.0243 1.2120 23452 0.7807 16.5311 56
57 0.129243 0.9353 0.1932 1.1284 57.381 336.417 393.798 0.1908  1.0820 1.2728 238.70  0.7934 17.3337 57
58 0.136851 0.9381 0.2051 1.1432 58.389  356.461 414.850 0.1938  1.1432 1.3370 242.88  0.8061 18.1691 58
59 0.144942 0.9409  0.2179  1.1588 59.397 377788 437.185  0.1969  1.2081 1.4050 247.07  0.8187 19.0393 59
60 0.15354 0.9438 0.2315 1.1752 60.405 400.458 460.863 0.1999  1.2769 1.4768 251.25  0.8313 19.9439 60
61  0.16269 0.9466  0.2460  1.1926 61.413  424.624 486.036  0.2029 1.3500 1.5530 25544 0.8438 20.8858 61
62 0.17244 0.9494  0.2614 1.2109 62.421  450.377 512.798 0.2059  1.4278 1.6337 259.62  0.8563 21.8651 62
63 0.18284 0.9523 0.2780 1.2303 63.429  477.837 541.266 0.2089 1.5104 1.7194 263.81 0.8688 22.8826 63
64  0.19393 0.9551 0.2957 1.2508 64.438 507.177 571.615 0.2119  1.5985 1.8105 268.00  0.8812 23.9405 64
65 0.20579 0.9580 0.3147  1.2726 65.446 538548 603.995  0.2149 1.6925 1.9074 272.18  0.8936 25.0397 65
66 0.21848 0.9608  0.3350  1.2958 66.455 572.116 638.571 02179 1.7927 2.0106 276.37  0.9060 26.1810 66
67  0.23207 0.9636  0.3568 1.3204 67.463 608.103 675.566 0.2209  1.8999 2.1208 280.56  0.9183 27.3664 67
68  0.24664 0.9665 0.3803 1.3467 68.472  646.724 715.196 0.2238  2.0147 2.2385 28475  0.9306 28.5967 68
69  0.26231 0.9693  0.4055  1.3749 69.481 688.261 757.742  0.2268 2.1378 2.3646 288.94  0.9429 29.8741 69
70  0.27916 0.9721 0.4328 1.4049 70.489 732959 803.448 0.2297  2.2699 2.4996 293.13  0.9551 31.1986 70
71 0.29734 0.9750  0.4622 1.4372 71.498  781.208 852.706 0.2327 24122 2.6448 29732 0.9673 32.5734 71
72 0.31698 0.9778  0.4941 1.4719 72.507 833.335 905.842  0.2356  2.5655 2.8010 301.51 09794 33.9983 72
73 0.33824 0.9807 0.5287 1.5093 73.516  889.807 963.323 0.2385 2.7311 2.9696 305.70  0.9916 35.4759 73
74 0.36130 0.9835 0.5662 1.5497 74.525 951.077 1025.603 0.2414 29104 3.1518 309.89 1.0037 37.0063 74
75  0.38641 0.9863  0.6072  1.5935 75.535 1017.841 1093.375  0.2443  3.1052 3.3496 314.08 1.0157 38.5940 75
76 0.41377 0.9892  0.6519 1.6411 76.543 1090.628 1167.172 0.2472  3.3171 3.5644 318.28 1.0278  40.2369 76
77 0.44372 0.9920  0.7010 1.6930 77.553 1170.328 1247.881 0.2501 3.5486 3.7987 32247 1.0398 41.9388 77
78  0.47663 0.9948 0.7550 1.7498 78.562 1257921 1336.483 0.2530  3.8023 4.0553 326.67 1.0517 43.7020 78
79 0.51284 0.9977 0.8145  1.8121 79.572 1354.347 1433.918  0.2559 4.0810 4.3368 330.86  1.0636 45.5248 79
80 0.55295 1.0005  0.8805  1.8810 80.581 1461.200 1541.781  0.2587  4.3890 4.6477 335.06 1.0755 47.4135 30
81 0.59751 1.0034  0.9539 19572 81.591 1579.961 1661.552  0.2616 4.7305 4.9921 339.25 1.0874 49.3670 81
82  0.64724 1.0062 1.0360 2.0422 82.600 1712.547 1795.148 0.2644 5.1108 5.3753 343.45 1.0993 51.3860 82
83 0.70311 1.0090 1.1283 2.1373 83.610 1861.548 1945.158 0.2673  5.5372 5.8045 347.65 1.1111  53.4746 83
84  0.76624 1.0119  1.2328  2.2446 84.620 2029.983 2114.603  0.2701 6.0181 6.2882 351.85  1.1228 55.6337 84
85 0.83812 1.0147 13518  2.3666 85.630 2221.806 2307.436 02729 6.5644 6.8373 356.05 1.1346 57.8658 85
86  0.92062 1.0175 1.4887 2.5062 86.640 2442.036 2528.677 0.2757  7.1901 7.4658 360.25 1.1463  60.1727 86
87 1.01611 1.0204 1.6473 2.6676 87.650 2697.016 2784.666 0.2785 7.9128 8.1914 364.45 1.1580 62.5544 87
88  1.12800 1.0232  1.8333  2.8565 88.661 2995.890 3084.551  0.2813  8.7580 9.0393 368.65 1.1696 65.0166 88
89  1.26064 1.0261  2.0540  3.0800 89.671 3350.254 3439.925  0.2841 9.7577  10.0419 372.86  1.1812 67.5581 89
1

90  1.42031 1.0289  2.3199  3.3488 90.681 3776.918 3867.599  0.2869 10.9586  11.2455 377.06 1928 70.1817 90




Psychrometrics 6.5
Table 3 Thermodynamic Properties of Water at Saturation
Absolute Spescific Volume, Specific Enthalpy, Specific Entropy,

Temp., Pressure, m-/kg (water) kJ/kg (water) kJ/(kg-K) (water) Temp.,
°C kPa Sat. Solid Evap. Sat. Vapor Sat. Solid Evap. Sat. Vapor  Sat. Solid Evap.  Sat. Vapor °C
t P Vi Vig Vg h; hg e §; Sig Sg t
-60 0.00108 0.001082  90942.00  90942.00 —446.40 2836.27 2389.87 —-1.6854 13.3065 11.6211 —60
-59 0.00124 0.001082  79858.69  79858.69 —444.74 2836.46  2391.72 -1.7667 13.2452 11.5677 -39
-58 0.00141 0.001082  70212.37  70212.37 —443.06 2836.64  2393.57 —1.6698 13.8145 11.5147 -58
=57 0.00161 0.001082  61805.35  61805.35 —441.38 2836.81 2395.43 —-1.6620 13.1243 11.4623 =57
-56 0.00184 0.001082  54469.39  54469.39 —439.69 2836.97 2397.28 —1.6542 13.0646 11.4104 -56
=55 0.00209 0.001082  48061.05  48061.05 —438.00 2837.13  2399.12 —1.6464 13.0054 11.3590 55
—54 0.00238 0.001082 4245557  42455.57 —436.29 2837.27  2400.98 —-1.6386 12.9468 11.3082 —54
=53 0.00271 0.001083  37546.09  37546.09 —434.59 2837.42  2402.83 —-1.6308 12.8886 11.2578 53
=52 0.00307 0.001083  33242.14  33242.14 —432.87 2837.55 2404.68 -1.6230 12.8309 11.2079 =52
=51 0.00348 0.001083  29464.67  29464.67 —431.14 2837.68  2406.53 -1.6153 12.7738 11.1585 =51
-50 0.00394 0.001083  26145.01  26145.01 —429.41 2837.80  2408.39 -1.6075 12.7170 11.1096 -50
—49 0.00445 0.001083  23223.69  23223.70 —427.67 283791 2410.24 —-1.5997 12.6608 11.0611 —49
—48 0.00503 0.001083  20651.68  20651.69 —425.93 2838.02  2412.09 -1.5919 12.6051 11.0131 —48
—47 0.00568 0.001083  18383.50  18383.51 —424.27 2838.12  2413.94 —1.5842 12.5498 10.9656 —47
—46 0.00640 0.001083  16381.35  16381.36 —422.41 283821 2415.79 -1.5764 12.4949 10.9185 -46
—45 0.00721 0.001984  14612.35  14512.36 —420.65 283829  2417.65 —-1.5686 12.4405 10.8719 —45
—44 0.00811 0.001084  13047.65  13047.66 —418.87 2838.37 2419.50 —-1.5609 12.3866 10.8257 —44
—43 0.00911 0.001084  11661.85  11661.85 —417.09 2838.44  2421.35 —-1.5531 12.3330 10.7799 —43
—42 0.01022 0.001084  10433.85  10433.85 —415.30 2838.50  2423.20 —1.5453 12.2799 10.7346 —42
—41 0.01147 0.001084 9344.25 9344.25 —413.50 2838.55  2425.05 -1.5376 12.2273 10.6897 —41
—40 0.01285 0.001084 8376.33 8376.33 —411.70 2838.60  2426.90 —1.5298 12.1750 10.6452 —40
-39 0.01438 0.001085 7515.86 7515.87 —409.88 2838.64  2428.76 —-1.5221 12.1232 10.6011 -39
-38 0.01608 0.001085 6750.36 6750.36 -508.07 2838.67 1430.61 —-1.5143 12.0718 10.5575 -38
=37 0.01796 0.001085 6068.16 6068.17 —406.24 2838.70  2432.46 —-1.5066 12.0208 10.5142 -37
-36 0.02004 0.001085 5459.82 5459.82 —404.40 2838.71 2434.31 —1.4988 11.9702 10.4713 -36
=35 0.02235 0.001085 4917.09 4917.10 —402.56 2838.73  2436.16 —-1.4911 11.9199 10.4289 -35
-34 0.02490 0.001085 4432.36 4432.37 —400.72 2838.73  2438.01 —1.4833 11.8701 10.3868 -34
-33 0.02771 0.001085 3998.71 3998.71 —-398.86 2838.72  2439.86 —-1.4756 11.8207 10.3451 -33
-32 0.03082 0.001086 3610.71 3610.71 -397.00 2838.71 2441.72 —1.4678 11.7716 10.3037 -32
=31 0.03424 0.001086 3263.20 3263.20 —-395.12 2838.69  2443.57 —1.4601 11.7229 10.2628 =31
-30 0.03802 0.001086 2951.64 2951.64 -393.25 2838.66  2445.42 —1.4524 11.6746 10.2222 -30
-29 0.04217 0.001086 2672.03 2672.03 -391.36 2838.63  2447.27 —1.4446 11.6266 10.1820 -29
-28 0.04673 0.001086 2420.89 2420.89 —389.47 2838.59  2449.12 —-1.4369 11.4790 10.1421 -28
=27 0.05174 0.001086 2195.23 2195.23 —387.57 2838.53  2450.97 —1.4291 11.5318 10.1026 =27
-26 0.05725 0.001087 1992.15 1992.15 —385.66 2838.48 2452.82 -1.4214 11.4849 10.0634 -26
=25 0.06329 0.001087 1809.35 1809.35 -383.74 2838.41 2454.67 —-1.4137 11.4383 10.0246 =25
-24 0.06991 0.001087 1644.59 1644.59 -381.34 2838.34  2456.52 —1.4059 11.3921 9.9862 -24
-23 0.07716 0.001087 1495.98 1495.98 —-379.89 2838.26  2458.37 —-1.3982 11.3462 9.9480 =23
-22 0.08510 0.001087 1361.94 1361.94 -377.95 2838.17  2460.22 -1.3905 11.3007 9.9102 =22
-21 0.09378 0.001087 1240.77 1240.77 -376.01 2838.07 2462.06 —1.3828 11.2555 9.8728 =21
-20 0.10326 0.001087 1131.27 1131.27 -374.06 2837.97 2463.91 —-1.3750 11.2106 9.8356 -20
-19 0.11362 0.001088 1032.18 1032.18 -372.10 2837.86  2465.76 -1.3673 11.1661 9.7988 -19
-18 0.12492 0.001088 942.46 942.47 -370.13 2837.74  2467.61 -1.3596 11.1218 9.7623 -18
-17 0.13725 0.001088 861.17 861.18 -368.15 2837.61 2469.46 -1.3518 11.0779 9.7261 -17
-16 0.15068 0.001088 787.48 787.49 -366.17 2837.47 2471.30 —1.3441 11.0343 9.6902 -16
-15 0.16530 0.001088 720.59 720.59 -364.18 2837.33  2473.15 —-1.3364 10.9910 9.6546 -15
—-14 0.18122 0.001088 659.86 659.86 -362.18 2837.18  2474.99 —-1.3287 10.9480 9.6193 -14
-13 0.19852 0.001089 604.65 604.65 —-360.18 2837.02 2476.84 -1.3210 10.9053 9.5844 -13
-12 0.21732 0.001089 554.45 554.45 —358.17 2836.85 2478.68 —-1.3232 10.8629 9.5497 -12
-11 0.23774 0.001089 508.75 508.75 -356.15 2836.68  2480.53 —-1.3055 10.8208 9.5153 -11
-10 0.25990 0.001089 467.14 467.14 -354.12 2836.49  2482.37 -1.2978 10.7790 9.4812 -10
-9 0.28393 0.001089 429.21 429.21 —-352.08 2836.30  2484.22 —-1.2901 10.7375 9.4474 -9
-8 0.30998 0.001090 394.64 394.64 -350.04 2836.10  2486.06 —1.2824 10.6962 9.4139 -8
-7 0.33819 0.001090 363.07 363.07 —347.99 2835.89  2487.90 —-1.2746 10.6552 9.3806 -7
-6 0.36874 0.001090 334.25 334.25 -345.93 2835.68  2489.74 —-1.2669 10.6145 9.3476 -6
-5 0.40176 0.001090 307.91 307.91 —343.87 283545 2491.58 —2.2592 10.4741 9.3149 -5
-4 0.43747 0.001090 283.83 283.83 -341.80 2835.22  2493.42 —-1.2515 10.5340 9.2825 —4
-3 0.47606 0.001090 261.79 261.79 —-339.72 2834.98 2495.26 —1.2438 10.4941 9.2503 -3
-2 0.51772 0.001091 241.60 241.60 -337.63 2834.72  2497.10 -1.2361 10.4544 9.2184 -2
-1 0.56267 0.001091 223.11 223.11 -335.53 2834.47 2498.93 -1.2284 10.4151 9.1867 -1

0 0.61115 0.001091 206.16 206.16 —333.43 2834.20  2500.77 —-1.2206 10.3760 9.1553 0




6.6

Table 3 Thermodynamic Properties of Water at Saturation (Continued)

2001 ASHRAE Fundamentals Handbook (SI)

Absolute Specific Volume, Specific Enthalpy, Specific Entropy,
Temp., Pressure, m3/kg (water) kJ/kg (water) kJ/(kg-K) (water) Temp.,

°C kPa Sat. Liquid Evap. Sat. Vapor  Sat. Liquid Evap. Sat. Vapor Sat. Liquid Evap. Sat. Vapor °C

! p v Vfg Ve hy hy, g i St Sg g
0 0.6112 0.001000 206.141 206.143 —-0.04 2500.81  2500.77 —0.0002 9.1555 9.1553 0
1 0.6571 0.001000 192.455 192.456 4.18 2498.43  2502.61 0.0153 9.1134 9.1286 1
2 0.7060 0.001000 179.769 179.770 8.39 2496.05 2504.45 0.0306 9.0716 9.1022 2
3 0.7580 0.001000 168.026 168.027 12.60 2493.68 2506.28 0.0459 9.0302 9.0761 3
4 0.8135 0.001000 157.137 157.138 16.81 2491.31 2508.12 0.0611 8.9890 9.0501 4
5 0.8725 0.001000 147.032 147.033 21.02 2488.94  2509.96 0.0763 8.9482 9.0244 5
6 0.9353 0.001000 137.653 137.654 25.22 2486.57 2511.79 0.0913 8.9077 8.9990 6
7 1.0020 0.001000 128.947 128.948 29.42 2484.20 2513.62 0.1064 8.8674 8.9738 7
8 1.0728 0.001000 120.850 120.851 33.62 2481.84 251546 0.1213 8.8273 8.9488 8
9 1.1481 0.001000 113.326 113.327 37.82 2479.47  2517.29 0.1362 8.7878 8.9245 9
10 1.2280 0.001000 106.328 106.329 42.01 2477.11  2519.12 0.1511 8.7484 8.8995 10
11 1.3127 0.001000 99.812 99.813 46.21 247474  2520.95 0.1659 8.7093 8.8752 11
12 1.4026 0.001001 93.743 93.744 50.40 2472.38  2522.78 0.1806 8.6705 8.8511 12
13 1.4978 0.001001 88.088 88.089 54.59 2470.02  2524.61 0.1953 8.6319 8.8272 13
14 1.5987 0.001001 82.815 82.816 58.78 2467.66  2526.44 0.2099 8.5936 3.8035 14
15 1.7055 0.001001 77.897 77.898 62.97 2465.30  2528.26 0.2244 8.5556 8.7801 15
16 1.8184 0.001001 73.307 73.308 67.16 2462.93  2530.09 0.2389 8.5178 8.7568 16
17 1.9380 0.001001 69.021 69.022 71.34 2460.57 2531.92 0.2534 8.4804 8.7338 17
18 2.0643 0.001002 65.017 65.018 75.53 2458.21 2533.74 0.2678 8.4431 8.7109 18
19 2.1978 0.001002 65.274 61.273 79.72 2455.85 2535.56 0.2821 8.4061 8.6883 19
20 2.3388 0.001002 57.774 57.773 83.90 2453.48  2537.38 0.2964 8.3694 8.6658 20
21 2.4877 0.001002 54.450 54.500 88.08 2451.12  2539.20 0.3107 8.3329 8.6436 21
22 2.6448 0.001002 51.433 51.434 92.27 2448.75  2541.02 0.3249 8.2967 8.6215 22
23 2.8104 0.001003 48.562 48.563 96.45 2446.39  2542.84 0.3390 8.2607 8.5996 23
24 2.9851 0.001003 45.872 45.873 100.63 244402  2544.65 0.3531 8.2249 8.5780 24
25 3.1692 0.001003 43.350 43.351 104.81 2441.66  2546.47 0.3672 8.1894 8.5565 25
26 3.3631 0.001003 40.985 40.986 108.99 2439.29  2548.28 0.3812 8.1541 8.5352 26
27 3.5673 0.001004 38.766 38.767 113.18 2436.92  2550.09 0.3951 8.1190 8.5141 27
28 3.7822 0.001004 36.682 36.683 117.36 2434.55  2551.90 0.4090 8.0842 8.4932 28
29 4.0083 0.001004 34.726 34.727 121.54 2432.17 2553.71 0.4229 8.0496 8.4724 29
30 4.2460 0.001004 32.889 32.889 125.72 2429.80 2555.52 0.4367 8.0152 8.4519 30
31 4.4959 0.001005 31.160 31.161 129.90 242743  2557.32 0.4505 7.9810 8.4315 31
32 4.7585 0.001005 29.535 29.536 134.08 2425.05 2559.13 0.4642 7.9471 8.4112 32
33 5.0343 0.001005 28.006 28.007 138.26 2422.67 2560.93 0.4779 7.9133 8.3912 33
34 5.3239 0.001006 26.567 26.568 142.44 2410.29  2562.73 0.4915 7.8790 8.3713 34
35 5.6278 0.001006 25.212 25.213 146.62 241791 2564.53 0.5051 7.8465 8.3516 35
36 5.9466 0.001006 23.935 23.936 150.80 2415.53  2566.33 0.5186 7.8134 8.3320 36
37 6.2810 0.001007 22.733 22.734 154.98 2413.14  2568.12 0.5321 7.7805 8.3127 37
38 6.6315 0.001007 21.599 21.600 159.16 2410.76  2569.91 0.5456 7.7479 8.2934 38
39 6.9987 0.001008 20.529 20.530 163.34 2408.37 2571.71 0.5590 7.7154 8.2744 39
40 7.3835 0.001008 19.520 19.521 167.52 2405.98 2573.50 0.5724 7.6831 8.2555 40
41 7.7863 0.001008 18.567 18.568 171.70 2403.58 2575.28 0.5857 7.6510 8.2367 41
42 8.2080 0.001009 17.667 17.668 175.88 2401.19  2577.07 0.5990 7.6191 8.2181 42
43 8.6492 0.001009 16.818 16.819 180.06 2398.79  2578.85 0.6122 7.5875 8.1997 43
44 9.1107 0.001010 16.014 16.015 184.24 2396.39  2580.63 0.6254 7.3560 8.1814 44
45 9.5932 0.001010 15.255 15.256 188.42 2393.99 2582.41 0.6386 7.5247 8.1632 45
46 10.0976 0.001010 14.537 14.538 192.60 2391.59 2584.19 0.6517 7.4936 8.1452 46
47 10.6246 0.001011 13.858 13.859 196.78 2389.18 2585.96 0.6648 7.4626 8.1274 47
48 11.1751 0.001011 13.214 13.215 200.97 2386.77 2587.74 0.6778 7.4319 8.1097 48
49 11.7500 0.001012 12.606 12.607 205.15 2384.36  2589.51 0.6908 7.4013 8.0921 49
50 12.3499 0.001012 12.029 12.029 209.33 2381.94 2591.27 0.7038 7.3709 8.0747 50
51 12.9759 0.001013 11.482 11.483 213.51 2379.53  2593.04 0.7167 7.3407 8.0574 51
52 13.6290 0.001013 10.964 10.965 217.70 2377.10  2594.80 0.7296 7.3107 8.0403 52
53 14.3100 0.001014 10.473 10.474 221.88 2374.68  2596.56 0.7424 7.2809 8.0233 53
54 15.0200 0.001014 10.001 10.008 226.06 237226  2598.32 0.7552 7.2512 8.0064 54
55 15.7597 0.001015 9.563 9.5663 230.25 2369.83  2600.07 0.7680 7.2217 7.9897 55
56 16.5304 0.001015 9.147 9.1468 234.43 2367.39 2601.82 0.7807 7.1924 7.9731 56
57 17.3331 0.001016 8.744 8.7489 238.61 2364.96  2603.57 0.7934 7.1632 7.9566 57
58 18.1690 0.001016 8.3690 8.3700 242.80 2362.52  2605.32 0.8061 7.1342 7.9403 58
59 19.0387 0.001017 8.0094 8.0114 246.99 2360.08 2607.06 0.8187 7.1054 7.9240 59
60 19.944 0.001017 7.6677 7.6697 251.17 2357.63  2608.80 0.8313 7.0767 7.9079 60
61 20.885 0.001018 7.3428 7.3438 255.36 2355.19  2610.54 0.8438 7.0482 7.8920 61
62 21.864 0.001018 7.0337 7.0347 259.54 235273  2612.28 0.8563 7.0198 7.8761 62
63 22.882 0.001019 6.7397 6.7407 263.73 2350.28 2614.01 0.8688 6.9916 7.8604 63
64 23.940 0.001019 6.4599 6.4609 267.92 2347.82  2615.74 0.8812 6.9636 7.8448 64
65 25.040 0.001020 6.1935 6.1946 272.11 2345.36  2617.46 0.8936 6.9357 7.8293 65
66 26.180 0.001020 5.9397 5.9409 276.30 2342.89 2619.19 0.9060 6.9080 7.8140 66
67 27.366 0.001021 5.6982 5.6992 280.49 234042  2620.90 0.9183 6.8804 7.7987 67
68 28.596 0.001022 5.4680 5.4690 284.68 2337.95 2622.62 0.9306 2.8530 7.7836 68
69 29.873 0.001022 5.2485 5.2495 288.87 233547  2624.33 0.9429 6.8257 7.7686 69




Psychrometrics 6.7
Table 3 Thermodynamic Properties of Water at Saturation (Continued)
Absolute Specific Volume, Specific Enthalpy, Specific Entropy,

Temp., Pressure, m3/kg (water) kJ/kg (water) kJ/(kg-K) (water) Temp.,
°C kPa Sat. Liquid Evap. Sat. Vapor  Sat. Liquid Evap. Sat. Vapor Sat. Liquid Evap. Sat. Vapor °C
g p vr Vfe Ve hy hy, 4 Sr Sfe Sg g
70 31.198 0.001023 5.0392 5.0402 293.06 233299  2626.04 0.9551 6.7986 7.7537 70
71 32.572 0.001023 4.8396 4.8407 297.25 2330.50 2627.75 0.9673 6.7716 7.7389 71
72 33.997 0.001024 4.6492 4.6502 301.44 2328.01 2629.45 0.9795 6.7448 7.7242 72
73 35.475 0.001025 44675 4.4685 305.63 232551 2631.15 0.9916 6.7181 7.7097 73
74 37.006 0.001025 42940 4.2951 309.83 2323.02  2632.84 1.0037 6.6915 7.6952 74
75 38.592 0.001026 4.1284 4.1294 314.02 2320.51 2634.53 1.0157 6.6651 7.6809 75
76 40.236 0.001026 3.9702 3.9712 318.22 2318.01 2636.22 1.0278 6.6389 7.6666 76
77 41.938 0.001027 3.8190 3.8201 32241 231549  2637.90 1.0398 6.6127 7.6525 71
78 43.700 0.001028 3.6746 3.6756 326.61 231298  2639.58 1.0517 6.5867 7.6384 78
79 45.524 0.001028 3.5365 3.5375 330.81 231046 2641.26 1.0636 6.5609 7.6245 79
80 47.412 0.001029 34044 3.4055 335.00 2307.93  2642.93 1.0755 6.5351 7.6107 80
81 49.364 0.001030 32781 3.2792 339.20 2305.40 2644.60 1.0874 6.5095 7.5969 81
82 51.384 0.001030 3.1573 3.1583 343.40 2902.86  2646.26 1.0993 6.4841 7.5833 82
83 53.473 0.001031 3.0417 3.0427 347.60 2300.32 2647.92 1.1111 6.4587 7.5698 83
84 55.633 0.001032 29310 2.9320 351.80 2297.78  2649.58 1.1228 6.4335 7.5563 84
85 57.865 0.001032 2.8250 2.8260 356.01 229522 2651.23 1.1346 6.4084 7.5430 85
86 60.171 0.001033 27235 2.7245 350.21 2292.67 2652.88 1.1463 6.3834 7.5297 86
87 62.554 0.001034 2.6263 2.6273 364.41 2290.11 2654.52 1.1580 6.3586 7.5166 87
88 65.015 0.001035 2.5331 2.5341 368.62 2287.54  2656.16 1.1696 6.3339 7.5035 88
89 67.556 0.001035 24438 2.4448 372.82 228497  2657.79 1.1812 6.3093 7.4905 89
90 70.180 0.001036 2.3582 2.3592 377.03 228239  2659.42 1.1928 6.2848 7.4776 90
91 72.888 0.001037 22760 2.2771 381.24 2279.81 2661.04 1.2044 6.2605 7.4648 91
92 75.683 0.001037 2.1973 2.1983 385.45 2277.22  2662.66 1.2159 6.2362 7.4521 92
93 78.566 0.001038 2.1217 2.1228 389.66 2274.62  2664.28 1.2274 6.2121 7.4395 93
94 81.541 0.001039 2.0492 2.0502 393.87 2272.02  2665.89 1.2389 6.1881 7.4270 94
95 84.608 0.001040 1.9796 1.9806 398.08 2269.41  2667.49 1.2504 6.1642 7.4146 95
96 87.770 0.001040 19128 1.9138 402.29 2266.80  2669.09 1.2618 6.1404 7.4022 96
97 91.030 0.001041 1.8486 1.8496 406.51 2264.18  2670.69 1.2732 6.1168 7.3899 97
98 94.390 0.001042 1.7869 1.7880 410.72 2261.55 2672.28 1.2845 6.0932 7.3777 98
99 97.852 0.001044 1.7277 1.7287 414.94 2258.92  2673.86 1.2959 6.0697 7.3656 99
100 101.419 0.001044 1.6708 1.6718 419.16 2256.28 2675.44 1.3072 6.0464 7.3536 100
101 105.092 0.001044 1.6161 1.6171 423.38 2253.64  2677.02 1.3185 6.0232 7.3416 101
102 108.875 0.001045 1.5635 1.5645 427.60 2250.99  2678.58 1.3297 6.0000 7.3298 102
103 112.770 0.001046 1.5129 1.5139 431.82 2248.33  2680.15 1.3410 5.9770 7.3180 103
104 116.779 0.001047 1.4642 1.4652 436.04 2245.66  2681.71 1.3522 5.9541 7.3062 104
105 120.906 0.001047 14174 1.4184 440.27 224299  2683.26 1.3634 5.9313 7.2946 105
106 125.152 0.001048 1.3723 1.3734 444.49 2240.31 2684.80 1.3745 5.9086 7.2830 106
107 129.520 0.001049 1.3290 1.3300 448.72 2237.63  2686.35 1.3856 5.8860 7.2716 107
108 134.012 0.001050 1.2872 1.2883 452.95 223493  2687.88 1.3967 5.8635 7.2601 108
109 138.633 0.001051 1.2470 1.2481 457.18 2232.23  2689.41 1.4078 5.8410 7.2488 109
110 143.384 0.001052 1.2083 1.2093 461.41 2229.52  2690.93 1.4188 5.8187 7.2375 110
111 148.267 0.001052 1.1710 1.1720 465.64 2226.81 2692.45 1.4298 5.7965 7.2263 111
112 153.287 0.001053 1.1350 1.1361 469.88 2224.09  2693.96 1.4408 5.7744 7.2152 112
113 158.445 0.001054 1.1004 1.1015 474.11 222135 269547 1.4518 5.7524 7.2402 113
114 163.745 0.001055 1.0670 1.0681 478.35 2218.62  2696.97 1.4627 5.7304 7.1931 114
115 169.190 0.001056 1.0348 1.0359 482.59 2215.87 2698.46 1.4737 5.7086 7.1822 115
116 174.782 0.001057 1.0038 1.0048 486.83 2213.12  2699.95 1.4846 5.6868 7.1714 116
117 180.525 0.001058 0.9739 0.9749 491.07 2210.35 2701.43 1.4954 5.6652 7.1606 117
118 186.420 0.001059 0.9450 0.9460 495.32 2207.58  2702.90 1.5063 5.6436 7.1499 118
119 192.473 0.001059 09171 0.9182 499.56 2204.80 2704.37 1.5171 5.6221 7.1392 119
120 198.685 0.001060 0.8902 0.8913 503.81 2202.02 2705.83 1.5279 5.6007 7.1286 120
122 211.601 0.001062 0.8391 0.8402 512.31 2196.42  2706.73 1.5494 5.5582 7.1076 122
124 225.194 0.001064 0.7916 0.7927 520.82 2190.78  2711.60 1.5709 5.5160 7.0869 124
126 239.490 0.001066 0.7472 0.7483 529.33 2185.11 2714.44 1.5922 5.4742 7.0664 126
128 254.515 0.001068 0.7057 0.7068 537.86 2179.40 2717.26 1.6135 5.4326 7.0461 128
130 270.298 0.001070 0.6670 0.6681 546.39 2173.66  2720.05 1.6347 5.3914 7.0261 130
132 286.866 0.001072 0.6308 0.6318 554.93 2167.87 2722.80 1.6557 5.3505 7.0063 132
134 304.247 0.001074 0.5969 0.5979 563.48 2162.05 2725.53 1.6767 5.3099 6.9867 134
136 322.470 0.001076 0.5651 0.5662 572.04 2156.18 2728.22 1.6977 5.2697 6.9673 136
138 341.566 0.001078 0.5354 0.5364 580.60 2150.28  2730.88 1.7185 5.2296 6.9481 138
140  361.565 0.001080 0.5075 0.5085 589.18 2144.33  2733.51 1.7393 5.1899 6.9292 140
142 382.497 0.001082 04813 0.4824 597.76 2138.34  2736.11 1.7599 5.1505 6.9104 142
144 404.394 0.001084 04567 0.4578 606.36 2132.31  2738.67 1.7805 5.1113 6.8918 144
146 427.288 0.001086 04336 0.4347 614.97 2126.23  2741.19 1.8011 5.0724 6.8735 146
148 451.211 0.001088 04119 0.4130 623.58 2120.10 2743.68 1.8215 5.0338 6.8553 148
150  476.198 0.001091 0.3914 0.3925 632.21 211392 2746.13 1.8419 4.9954 6.8373 150
152 502.281 0.001093 0.3722 0.3733 640.85 2107.70  2748.55 1.8622 4.9573 6.8194 152
154 529.495 0.001095 0.3541 0.3552 649.50 2101.43  2750.93 1.8824 4.9194 6.8017 154
156  557.875 0.001097 0.3370 0.3381 658.16 2095.11  2753.27 1.9026 4.8817 6.7842 156
158  587.456 0.001100 0.3209 0.3220 666.83 2088.73  2755.57 1.9226 4.8443 6.7669 158
160 618.275 0.001102 0.3058 0.3069 675.52 2082.31  2757.82 1.9427 4.8070 6.7497 160
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HUMIDITY PARAMETERS

Basic Parameters

Humidity ratio (alternatively, the moisture content or mixing
ratio) W of a given moist air sample is defined as the ratio of the
mass of water vapor to the mass of dry air contained in the sample:

W=M,/M, )

The humidity ratio W is equal to the mole fraction ratio x,,/x,;, mul-
tiplied by the ratio of molecular masses, namely, 18.01528/28.9645
=0.62198:

W = 0.62198x, /x,, ®)

Specific humidity yis the ratio of the mass of water vapor to the
total mass of the moist air sample:

Y=M, /M, +M,,) (9a)
In terms of the humidity ratio,
Yy=W/(1+W) (9b)

Absolute humidity (alternatively, water vapor density) d,, is the
ratio of the mass of water vapor to the total volume of the sample:

d, =M,V (10)

The density p of a moist air mixture is the ratio of the total mass
to the total volume:

p =My, +M,)/V=_1/v)1+W) (11)

where v is the moist air specific volume, m3/kg (dry air), as defined

by[Equation (27).

Humidity Parameters Involving Saturation

The following definitions of humidity parameters involve the
concept of moist air saturation:

Saturation humidity ratio W, (¢, p) is the humidity ratio of
moist air saturated with respect to water (or ice) at the same temper-
ature ¢ and pressure p.

Degree of saturation L is the ratio of the air humidity ratio W to
the humidity ratio W, of saturated moist air at the same temperature
and pressure:

u= (12)

SIE

Lp

Relative humidity ¢ is the ratio of the mole fraction of water
vapor x,, in a given moist air sample to the mole fraction x,,, in an air
sample saturated at the same temperature and pressure:

= X 13
0= (13)
Lp
Combining (121 and [13},
u 9 (14)

T 1+(1-9)W,/0.62198

Dew-point temperature ¢, is the temperature of moist air satu-
rated at the same pressure p, with the same humidity ratio W as that
of the given sample of moist air. It is defined as the solution #,(p, W)
of the following equation:
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W(p, 1) = W (15)

Thermodynamic wet-bulb temperature #* is the temperature
at which water (liquid or solid), by evaporating into moist air at a
given dry-bulb temperature ¢ and humidity ratio W, can bring air to
saturation adiabatically at the same temperature #* while the total
pressure p is maintained constant. This parameter is considered sep-

arately in the section on [Thermodynamic Wet-Bulb_Temperature

hnd Dew-Point Temperature]

PERFECT GAS RELATIONSHIPS
FOR DRY AND MOIST AIR

When moist air is considered a mixture of independent perfect
gases (i.e., dry air and water vapor), each is assumed to obey the per-
fect gas equation of state as follows:

Dry air: PaaV = ng,RT (16)
Water vapor: p V = n RT 17

where
Paq = partial pressure of dry air

p,, = partial pressure of water vapor
V = total mixture volume
ng, = number of moles of dry air
n,, = number of moles of water vapor
R = universal gas constant, 8314.41 J/(kg mol-K)

T = absolute temperature, K

The mixture also obeys the perfect gas equation:
pV = nRT (18)
or
(pda+pW)V = (ng, +n,)RT (19)
where p = p,, + p,, is the total mixture pressure and n = ny, + n,, is
the total number of moles in the mixture. From|Equations (16]
through the mole fractions of dry air and water vapor are,
respectively,
Xda = pda/(pda +pw) = pda/p (20)
and

Xy = pw/(pda-'-pw) = pw/p (21)

From [Equations (8), [20], and[(21), the humidity ratio W is given
by

Py

W = 0.62198

(22)

w

The degree of saturation [ is, by definition,|Equation (12)]

4
U W,
Lp
where
pWS
W, = 0.62198 —— (23)

ws
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The term p,,, represents the saturation pressure of water vapor in
the absence of air at the given temperature ¢. This pressure p,, is a
function only of temperature and differs slightly from the vapor
pressure of water in saturated moist air.

The relative humidity ¢ is, by definition,

X

w
6=—
Xs

Lp

Substituting[Equation (21) for x,, and x,,,,

o="2r (24)
pWS 1
P
Substituting[Equation (21) for x,,, into Equation (14)}
0 L (25)

T I-(-wp,,/p)

Both ¢ and | are zero for dry air and unity for saturated moist air.
At intermediate states their values differ, substantially so at higher
temperatures.

The specific volume v of a moist air mixture is expressed in
terms of a unit mass of dry air:

v=V/M,, = V/(28.9645n,,) (26)

where V is the total volume of the mixture, M, is the total mass of
dry air, and n , is the number of moles of dry air. By
and[(26], with the relation p = p,, + p,,»

R, T
v = RT _ Jda o7
289645(p—p,)  p-p,
Using[Equation (22},
_ RT(1+1.6078W) _ Ry, T(1 + 1.6078W) 8)

28.964p B p
I Equations (27) and [28), v is specific volume, T is absolute tem-

perature, p is total pressure, p,, is the partial pressure of water vapor,
and W is the humidity ratio.

In specific units, may be expressed as
v = 0.2871(1 +273.15)(1 + 1.6078W)/p

where
v = specific volume, m%/kg (dry air)
t = dry-bulb temperature, °C
W = humidity ratio, kg (water)/kg (dry air)
p = total pressure, kPa

The enthalpy of a mixture of perfect gases equals the sum of the
individual partial enthalpies of the components. Therefore, the spe-
cific enthalpy of moist air can be written as follows:

h = hy,+Wh, 29)
where £, is the specific enthalpy for dry air in kJ/kg (dry air) and
hy, is the specific enthalpy for saturated water vapor in kJ/kg (water)
at the temperature of the mixture. As an approximation,

hgq = 1.0061 (30)

hgz2501+ 1.805¢ (31)

where  is the dry-bulb temperature in °C. The moist air spe-
cific enthalpy in kJ/kg (dry air) then becomes

6.9

h = 1.006¢ + W(2501 + 1.8057) (32)
THERMODYNAMIC
WET-BULB TEMPERATURE AND
DEW-POINT TEMPERATURE

For any state of moist air, a temperature ¢* exists at which liquid
(or solid) water evaporates into the air to bring it to saturation at
exactly this same temperature and total pressure (Harrison 1965).
During the adiabatic saturation process, the saturated air is expelled
at a temperature equal to that of the injected water. In this constant
pressure process,

» Humidity ratio is increased from a given initial value W to the
value W* corresponding to saturation at the temperature ¢*

* Enthalpy is increased from a given initial value 4 to the value A*
corresponding to saturation at the temperature 1*

* Mass of water added per unit mass of dry air is (W;* — W), which
adds energy to the moist air of amount (W.* — W)h, *, where h,,*
denotes the specific enthalpy in kJ/kg (water) of the water added
at the temperature 1*

Therefore, if the process is strictly adiabatic, conservation of

enthalpy at constant total pressure requires that
* * *

h+(W;=W)h,, = h (33)

The properties W.*, h,*, and h* are functions only of the tem-
perature #* for a fixed value of pressure. The value of #*, which sat-
isfies for given values of i, W, and p, is the
thermodynamic wet-bulb temperature.

The psychrometer consists of two thermometers; one ther-
mometer’s bulb is covered by a wick that has been thoroughly
wetted with water. When the wet bulb is placed in an airstream,
water evaporates from the wick, eventually reaching an equilib-
rium temperature called the wet-bulb temperature. This process
is not one of adiabatic saturation, which defines the thermody-
namic wet-bulb temperature, but one of simultaneous heat and
mass transfer from the wet bulb. The fundamental mechanism of
this process is described by the Lewis relation[[Equation (39) in|

. Fortunately, only small corrections must be applied to
wet-bulb thermometer readings to obtain the thermodynamic wet-
bulb temperature.

As defined, thermodynamic wet-bulb temperature is a unique
property of a given moist air sample independent of measurement
techniques.

IEquation (33) is exact since it defines the thermodynamic wet-
bulb temperature #*. Substituting the approximate perfect gas rela-

tion [Equation (32)] for A, the corresponding expression for i;*, and

the approximate relation

h =~4.1861* (34)
into|Equation (33)| and solving for the humidity ratio,
(2501 —2.381*%)W? — 1.006(¢ — t*)

2501 + 1.805¢ — 4.186¢*

where ¢ and #* are in °C.

The dew-point temperature ¢; of moist air with humidity ratio
W and pressure p was defined earlier as the solution #,(p, w) of
W,(p, t,). For perfect gases, this reduces to

Pty = p, = (pW)/(0.62198 + W) (36)
where p,, is the water vapor partial pressure for the moist air sample

and p,,(t,) is the saturation vapor pressure at temperature #,. The
saturation vapor pressure is derived from[Table 3|or from
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orl&). Alternatively, the dew-point temperature can be calcu-
lated directly by one of the following equations (Peppers 1988):

For the dew-point temperature range of 0 to 93°C,

0.1984

2 3
t;y = Ciyy+Cis0+Cgo +Cpo + Cig(p,,) (37
For temperatures below 0°C,
t; = 6.09 +12.6080 + 0.49590L2 (38)
where
t, = dew-point temperature, °C
o=Inp,
p,, = water vapor partial pressure, kPa
Ciy = 654
Ci5 = 14526
Ci6 = 0.7389
C7 = 0.09486
Cig = 0.4569

NUMERICAL CALCULATION OF
MOIST AIR PROPERTIES

The following are outlines, citing equations and tables already
presented, for calculating moist air properties using perfect gas rela-
tions. These relations are sufficiently accurate for most engineering
calculations in air-conditioning practice, and are readily adapted to
either hand or computer calculating methods. For more details, refer
to Tables 15 through 18 in Chapter 1 of Olivieri (1996). Graphical
procedures are discussed in the section on [Psychrometric Charts. |

SITUATION 1.
Given: Dry-bulb temperature f, Wet-bulb temperature ¢*, Pressure p

To Obtain Use Comments

Drs(t%) or[Equation (3) or [6]
W [Equation (23

W

DPys(®) [Table 3 lor[Equation (3) or [6)]
W,

Sat. press. for temp. £*
Using p,,(1*)

Sat. press. for temp. ¢
Using p,,()

u Using W,

[0} [Equation (25); Using p,,((#)

v Equation (28)

h Equation (32)

Pw

la with [Equation (36}, [(37)| or
SITUATION 2.

Given: Dry-bulb temperature #, Dew-point temperature #;, Pressure p

To Obtain Use Comments

Py = Pys(t,) [Table 3lorlEquation (5) or G]

Sat. press. for temp. 1,

w

Dros(®) moror @ Sat. press. for temp. t,;

W, IEquation (23 Using p,,«()

n Using W,

0 Using p,,(1)

v

h IEquation (32)

¥ and[(35)] with Requires trial-and-error
[Table 3lor with[Equation (3)]  or numerical solution
or method
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SITUATION 3.
Given: Dry-bulb temperature ¢, Relative humidity ¢, Pressure p

To Obtain Use Comments

Ps() Table 3|or|Equation (5 ] or @
p,  [Egaion(d]
W [Equamon)
W Eguatlon 123
u Eguatlon (12
y Equation (28]
h Equation (32

ty [Tahle 3 with Equation
B7) or[(38

Sat. press. for temp. ¢

Using p,,(f)
Using W,

r* and [33)] with Requires trial-and-error
[Table 3 br with or numerical solution
or @ method

Exact Relations for Computing W, and ¢

Corrections that account for (1) the effect of dissolved gases on
properties of condensed phase; (2) the effect of pressure on prop-
erties of condensed phase; and (3) the effect of intermolecular force
on properties of moisture itself, can be applied to
and |(25)

SPws

W. = 0.62198
§ P=JDys

(23a)

o u

= 25
T—(-W (/P @

Table 4|lists f values for a number of pressure and temperature
combinations. Hyland and Wexler (1983a) give additional values.

Table 4 Values of f and Estimated Maximum

Uncertainties (EMUs)
0.1 MPa 0.5 MPa 1 MPa
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