ADVANCED ANTENNA
SYSTEMS FOR 5G
NETWORK DEPLOYMENTS

Bridging the Gap Between Theory and Practice #

JT I F
= - .l' = i
: ] .
e
== = - x
.,

HO AN, ERIK LARSSDN

~ PETER BUTOVITSCH, Bl LY ¢
- DAVID ASTELY, FARSHHD GHASEMZADEH,
~__FREDRIC KRONES; DT (EQRGE JONGREN,

JONAS B KARLS ON ANE HAGSTROM, e
* MATTIAS FREKINE, THOMAS CHAF AN j
: A&D H N il S/ELBN m,-«“mx =~

"‘"x

| M e T T




Advanced Antenna
Systems for 5G Network
Deployments

Bridging the Gap Between
Theory and Practice



Advanced Antenna
Systems for 5G Network
Deployments

Bridging the Gap Between
Theory and Practice

Henrik Asplund

David Astely

Peter von Butovitsch*
Thomas Chapman
Mattias Frenne
Farshid Ghasemzadeh
Mans Hagstrom

Billy Hogan

George Jongren

Jonas Karlsson
Fredric Kronestedt
Erik Larsson

ACADEMIC PRESS
An imprint of Elsevier

“Peter von Butovitsch has served as the driver and main editor throughout the development of this book.

ELSEVIER




Academic Press is an imprint of Elsevier

125 London Wall, London EC2Y 5AS, United Kingdom

525 B Street, Suite 1650, San Diego, CA g2101, United States

50 Hampshire Street, sth Floor, Cambridge, MA 02139, United States

The Boulevard, Langford Lane, Kidlington, Oxford OXs5 1GB, United Kingdom

Copyright © 2020 Elsevier Ltd. All rights reserved.

No part of this publication may be reproduced or transmitted in any form or by any means, electronic or
mechanical, including photocopying, recording, or any information storage and retrieval system, without permission
in writing from the publisher. Details on how to seek permission, further information about the Publisher’s
permissions policies and our arrangements with organizations such as the Copyright Clearance Center and the
Copyright Licensing Agency, can be found at our website: www.elsevier.com/permissions.

This book and the individual contributions contained in it are protected under copyright by the Publisher (other than
as may be noted herein).

Notices
Knowledge and best practice in this field are constantly changing. As new research and experience broaden our
understanding, changes in research methods, professional practices, or medical treatment may become necessary.

Practitioners and researchers must always rely on their own experience and knowledge in evaluating and using any
information, methods, compounds, or experiments described herein. In using such information or methods they
should be mindful of their own safety and the safety of others, including parties for whom they have a professional
responsibility.

To the fullest extent of the law, neither the Publisher nor the authors, contributors, or editors, assume any liability
for any injury and/or damage to persons or property as a matter of products liability, negligence or otherwise, or
from any use or operation of any methods, products, instructions, or ideas contained in the material herein.

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Cataloging-in-Publication Data
A catalog record for this book is available from the Library of Congress

ISBN: 978-0-12-820046-9

For Information on all Academic Press publications
visit our website at https://www.elsevier.com/books-and-journals

Publisher: Mara Conner
Acquisitions Editor: Tim Pitts \ qa Worklng tOgCthCI‘
Editorial Project Manager: John Leonard to grow hbrarles m

Production Project Manager: Kamesh Ramajogi FLSEVIER Eg&amnal dCVClOleg countries
Cover Designer: Greg Harris

Typeset by MPS Limited, Chennai, India www.elsevier.com ¢ www.bookaid.org



http://www.elsevier.com/permissions
https://www.elsevier.com/books-and-journals

Contents

AUTROTS .ttt sttt e bt e s et e et e bt e sa bt e bt e s bt e e ab e e eabe et e e sbeeeabe e bt e st e ebeebee s XV
PIEface ....oooiiiiiii e Xix
ACKNOWIEAZIMENS ....coueiiiiiiiiiiiiieieete ettt ettt sttt sttt e bt e st e bt e sabeesbeesaeesabeesaaesateeares XXV
F N o] o () 2 ) 1 USRS XXVii
CHAPTER T INtroduCtion ...............cccociuiiiiiiiiiiiiiiiieces e 1
1.1 Multi-antenna Technologies and Advanced Antenna SyStems.........c.ccecvvvevrveeruenens 1

1.2 Brief History of Multi-antenna Technologies and Advanced Antenna System ....... 2

1.2.1 Before Mobile Communication SYSteMS. ......cccueeuteruerueeriereenienieeeeieeeeneeeeeens 2

1.2.2 Introduction of Multi-antenna Technologies to Telecom ...........ccceeveeeueennee. 2

1.3 Why Advanced Antenna SysStems NOW?........ccceirieirieinieinieinieesreeseeesseessesessennns 4

1.4 ACAdEMIC WOTK....cuciiveeiiieeiitiieteeieiet ettt sttt sae e ssesess e ebeseesesesseseesesessesessesens 6
RETEICIICES. ...ttt ettt 7

CHAPTER 2 Network Deployment and Evolution .....................ooooovieiiiiiiiiie, 9
2.1 CellUlar NEIWOTKS .....cveirverirreiereieieistetetetsseessessesessssesessesessessesesessessssessssesessesessesens 9

2.1.1 Cellular Network BasiCs .......ccccuviririiniinieiiiiiiieieieeeneeeeeeeeee e 9

2.1.2 NetWork HiStOTY ....ccovueiuiiiiiiiieienieeiesicetere ettt 13

2.1.3 SPECIIUIML c.veeutiitiieeiteterttete ettt ettt et st st et s beeet et eb et e bt eaesbeeaesbeennens 15

2.1.4 Current NetWork DeSign ........cccoeieviiriiiiiniiieniiiesieeeeeee e 18

2.1.5 Current Use of Mobile Broadband .............ccccoviiiiinininininincicicieenn 19

2.1.6 Use Cases Other Than Mobile Broadband...........cccccecevvinininienienieicnnnnnnn. 19

2.2 Network PerfOrmance ...........cocovvueveueininieueierininieteieeninteieseesteseseeeseseeieseseessesesesenes 21

2.2.1 Network TraffiC......occoevierieiiiiiiiiiiiiieeeceecee e 21

2.2.2 Traffic PAtterns......ccocooviiiiiiiiiiiiiiieeecteeee e 22

2.2.3 Performance MEtIiCS........cccoeiiiiiiiiiiniiiiiiieiciccee e 25

2.2.4 Performance Evaluations ..........coccoceveevieniniieninnenenicienecieeceie e nieeanens 26

2.3 NetWork EVOIULION .....c.cueiriieiiiririeieiiiniieicccenreteeee ettt ettt es 29

2.3.1 Need for Continuous Evolution............ccccceeviiiiniiniinininininiiiicicicicen 29

2.3.2 SHALEZY .o uveeeteiieetteete ettt et ettt e b e st e et e st e bt e bt e st e be e bt e st e e nbeenaeeeas 30

2.3.3 Options for Capacity EXPansion.........ccceceevieeiieeriienieeneenieenieeneeseeesieenneens 30

2.3.4 Why Multi-antenna and Advanced Antenna SyStems ..........cccceeuereeruereennens 33

2.4 Summary/Key TaKEAWAYS......ccocvervevereieierinresiesseieseeeseeseeseessesessessessessessesessessenses 35
RETEIEICES ....ceneteeiieite ettt sttt ettt 35

CHAPTER 3 Antennas and Wave Propagation ..................c.ocoooeeiiiiiiiciiee. 37
3.1 INTOAUCHON 1.ttt ettt ettt a e seeseebeeseebe b essessessessesessessansan 37

3.2 Properties of Electromagnetic Waves.........cceoveveueueueiririeiesiireeeeseeneseeieseeeseseesesenes 39

3.2.1 Instantaneous and Average Power FIow ..........ccccccociiiiiiiiniininiincnens 40



vi Contents

3.3

34

3.5

3.6

3.7

CHAPTER 4
4.1
4.2

4.3

3.2.2 Wave FIONS .....ocuiiiiiiiiiiiciicc s 41
3.2.3 POlariZation .......c.ccueiiiiiiiiiiiiiiiicicieeee e 42
3.2.4  SUPETPOSTION.....eietieiiieiieniieeite ettt ettt e stte sttt e e st e sbeesaeesbeesabeenbeens 44
3.2.5 The Electromagnetic SPeCtIUML........cocueruiruierierienienieeieieeeenieeeereeeeeenenens 45
Transmission and Reception of Electromagnetic Waves: Basic Antenna

COMECRPLS ..ttt sttt ettt et st e s re e e eaee e e eae 46
3.3.1 Infinitesimal Dipole ........cccooieiirieiiiiieeeeee e e 47
3.3.2 Near-Fields and Far-Fields ..........ccoccoiiiiiiiiininiiiiiceececeee e 47
3.3.3 Antenna Polarization..........cccceoeeieiiiieni e 47
3.3.4 Radiation Pattern.........cccceeiiiriiiiiiiiiiiieiceeeteeeeete et 49
3.3.5 Reciprocity of Antenna CharacteristiCs.........ccoeevuerueerieneeiienenienenieneeeenens 50
3.3.6 ISOLrOPIC ANIEMNA .c..eetirtieiiiriieiinieete ettt ettt ettt ettt st e e eae b 51
3.3.7 Antenna Properties ..........coeeieririenieiieneiteieseeee sttt 51
3.3.8 Antenna Size, Gain, Lobe Width, and Frequency Dependence ................... 54
Transmission and Reception of Electromagnetic Waves: Free-Space
Propagation........ccc.cocuiriiiiiiiinieiicie ettt 56
3.4.1 The Reciprocal Radio Channel.............cocuvrviirniiniiiniieniieieereesie e 56
3.4.2 Friis’ EQUAtION....cccueiiiieiieiieeieeiie sttt ettt et site st e st esanesbeesaneenseens 57
Wave Propagation in Real-World Environments .........cc.ccoecveeveeniennieeneeneeeneennnenn 59
3.5.1 Path Loss and Shadow Fading..........ccecevivriiieniieniiniieieeiceeesee e 60
3.5.2 Building Penetration LOSS.......ccecteriiirieniiiiieierieeieeee et 62
3.5.3 Multi-path Propagation ..........ccccecceeievieninieneniienienieieiieeeeeeee e 63
Modeling of Wave Propagation and the Transmission of Communication

SIZNALS .ot s 71
3.6.1 Directional Propagation Channel............occooeiirienieiienieineeee e 72
3.6.2 Radio Channel.........ccccooiiiiiiriiiiiiiiiec ettt e 75
3.6.3 Stochastic MOAELS .......oouieiiiiieiieieie et s 81
3.6.4 Site-Specific Propagation Models ........cccceoveeniiniinniiniiniieniericeeeeeeene 84
Summary and DiSCUSSION ......cccuiiuiriiiitieieiieiieete ettt s 85
RELEIENCES.....cviiiiiieicece et s e 87
Antenna Arrays and Classical Beamforming...............c.c.cooeeeinee. 89
INELOAUCTION ..ttt ettt sttt et s e e 89
Arrays with TWO EISMENLS .....cc.ccoviiiiininiiiiiiieiccieene sttt 92
4.2.] ASSUINPLOIS ...covteniitieieeiientesttete sttt ettt ettt este bt este s bt et e sbeeatenteeneesaeeneenaes 93
4.2.2 Received Signal in a Free-Space Channel ...........ccccceecivvinininienicncnenennene 95
4.2.3 Gain and Array FaCtOr ........coceevieiiiiiinieiiiieictee et 97
4.2.4 Properties of the GaiN ........ccoceerueriiiiirieieniee e e 98
4.2.5 Extension to Narrowband Signals ..........ccccceceviniiinininnininneneniencnienene 101
Uniform Linear Arrays with More Than Two Elements .........cccccocceveneneciennns 101

4.3.1 ASSUMPLIONS c.vvieuvieiieeiiieiierieeteesieeteestaesteesseessaesseesseesssesssessseesssessssessseenee 102



4.4

4.5

4.6

4.7

CHAPTER 5
5.1

5.2

5.3

5.4

5.5

5.6

Contents vii

4.3.2 Array Response Vector and Beamforming Weight Vector ..........c.cceueuee 104
4.3.3 Uniform Linear ATITAYS .....cccceeeieeriiieiiieiiieniieeieeniieeieenitesteesieeseesseesinesanesnne 106
Beamforming........coocviirieriiiiieieee et s 110
4.4.1 Classical Beamforming..........cccccoceevieiiiiiiiiinieniiiieieeccreseerene e 111
4.4.2 Uniform Linar ATTAYS .....ccceviieiriiriieiiieniieeieesiie ettt ettt siee e 113
4.4.3 Beamforming Beyond Basic Beam Steering............cccccccevveevienincieniieienncnne 116
Dual-Polarized Uniform Planar AITays .........cccccoceevenieieeniinieenieieneeeeseeeeieneens 118
4.5.1 Uniform Planar ArTay ........cococcooiiiiiiiiiiiiiii e 119
4.5.2 Dual-Polarized AITAYS.........coccoceririeiierieienieie ettt 122
ATTAYS OF SUDAITAYS......oiuieiieiieieiieiee ettt st eneens 125
4.6.1 Partitioning an Antenna Array into an Array of Subarrays................c...... 126
4.6.2 GaIN PatterNsS ......oouieeieiieiieeee ettt 129
SUMIMATY ... ettt s e e e e 131
RETEICICES. .. ettt ettt ae e 132
OFDM-Based MIMO Systems...............ccoooveeeeeeecieeeeeeeeeeee e, 133
INELOAUCTION ..ttt sttt ettt et sbe e e e ebens 133
5.1.1 Orthogonal Frequency Division MultipleXing .........ccccccceverveenenienienieennenne 133
5.1.2 OULHNC c.veiititeeierieecetete ettt sttt et s 134
Single-Antenna OFDM Transmission and Reception...........cc.ccecevevieienieniennenne. 135
5.2.1 Orthogonal Frequency Division Multiplexing Modulation and

Demodulation .......ccccciiiiiiiiinieicieieeee e 137
5.2.2 Cyclic Prefix and Time Dispersive Channel...........ccccoeceeviiienieniervieeneennen. 138
5.2.3 Frequency Domain Model and Equalization..........ccccceeceevieeneenienieeneeennee. 139
5.2.4 Multiplexing on a Time—Frequency Grid ........cccceeveeviiriiencenienieeneenee. 141
5.2.5 Low PAPR OFDM—DFT-Precoded OFDM ........ccccccceceimiriieniniuenrenirennenne 143
Multi-antenna OFDM Transmission and Reception .........cceccceveevvievcieeniennieeneenns 144
5.3.1 Frequency Domain Model .........cccooieiiiiiiiiniiniiiiieeeeeeeeeeee e 146
5.3.2 Spatial Structure of the MIMO Channel ...........cocceeveeviiniinneenienieeneenee. 149
5.3.3 Spatial Correlation MatriCes ........eeveerieeriierieeieenieeieeiee et 157
Radiation Pattern Interpreted as an Effective Two-Element Channel.................. 159
5.4.1 Measuring Radiation Pattern in Transmit Direction..........c.cccocceceeveneenenne 160
5.4.2 Measuring Receiving Pattern in Receive Direction.........ccceceeviirieeecennee. 162
5.4.3 Summary of Concept for Interpreting Radiation/Receiving Pattern .......... 164
What Is @ BEam? ...c...ooiiiiiiiiiiiee ettt e 165
5.5.1 A Beam in the Transmit Dir€Ction ...........coecueeveirierieineenieeneenienieeneeee. 167
5.5.2 A Beam in the Receive DIreCtion .........coceveeieiieiienieiienieeeeeeceeeiee 172
SUIMIMATY .ttt ettt e e sb b e et e b e sate e bt esabe e bt esaeesabeesbaesabesanes 173

S =) (=) 1 (o= RSP 173



viii Contents

CHAPTER 6
6.1

6.2

6.3

6.4

6.5

6.6

6.7

6.8

Multi-antenna Technologies................c.ccoooeveeieeciceeeeeee, 175
Basic Dynamic Channel-Dependent Beamforming Concepts ............cccceeeeruenenne 176
6.1.1 The Two Categories of Classical and Generalized Beamforming ............. 178
6.1.2 Simple Narrowband Models .........c..cooceiiiiiiiiniiniiienceeseeeeseeeeeee 185
6.1.3 Classical Beamforming for Pure Line of Sight.......cc.ccoccovvinvinininnnncnenne 187
6.1.4 Generalized Beamforming for a Multi-path Channel ...........c.ccccccooiiieene 189
6.1.5 The Confusing Beamforming Terminology .........c..cceccevererveenenieenencnenenne 191
6.1.6 Classical Versus Generalized Beamforming...........cocceeeverienieniencnnienenne 191
6.1.7 Beamforming and Impact on Inter-cell Interference...........cccceevvevveenennnee. 196
6.1.8 Nullforming—Explicit Inter-cell Interference Mitigation ...........ccc.ceceeneee 199
Semi-static Beam Concepts for Cell Shaping .........ccccceevveevieriiieneeniieiiierieeieeene 200
6.2.1 Brief Background on Ordinary User Equipment to Cell Association........ 201
6.2.2 Cell Shaping as a Means for Adapting the Cell Coverage............ccceueen.... 202
Spatial MUItIPIEXING .....coeveriieriierieeieeieeie ettt ettt ettt st bee s s 203
6.3.1 Received Data Model...........cccooiviiiiiiiiiiiiiiiiiiinicccccc e 206
6.3.2 Spatial Filtering on Receive Side to Extract Layers......cc.ccceeeeviirieeneennee. 207
6.3.3 Precoding on the Transmit Side .........cccooviervierniiinieniieerierieeeeee e, 209
6.3.4 Does Spatial Multiplexing Always Provide Gain? ........cc.cccecceeviirieeneennee. 216
6.3.5 Channel Properties Matter!..........ccoceevvieiniiniiiniienieeieeee et 220
Channel State Information for TX Precoding .......c..cccoceeieviininieniiicncniicienneens 229
6.4.1 Closed-Loop Channel State Information Feedback ...........ccccceviiriennnennee. 231
6.4.2 Reciprocity-Based Channel State Information............c.cccoceeceneniiiiniinenne 238
RadiOo ALIZNMENL ......oiiiiiiiiieiieiee ettt ettt st see s eesneens 242
6.5.1 Radio Misalignment Model ..........ccccceveiniiniiniiiniiiieniceeee e 242
6.5.2 Separate Alignment Requirements for Transmitter and Receiver.............. 243
6.5.3 Model for Misalignment of Transmitter Relative Receiver........................ 244
6.5.4 Alignment of Transmitter Relative Receiver ..........ccocooceninviininieninicnene 245
Coordination in the Form of Coordinated Multipoint...........ccccceceevereeieeeeniennene 246
6.6.1 Relation Between Cell, Sector, Point, and Base Station ............cceeveeunnnnn. 247
6.6.2 Beamforming for Coordinated Multipoint ............ccoevververerenereneneniennennee 249
Massive MIMO in Commercial Networks—Putting It All Together-................... 251
6.7.1 Fast Fading Reciprocity Challenged by Network Trends.........c.cccccceeveneee 252
6.7.2 Downlink SU-MIMO Versus MU-MIMO and Number of Layers............. 255
6.7.3 Uplink SU-MIMO Versus MU-MIMO and Number of Layers ................. 259
6.7.4 The Pitfall of Unfair SU-MIMO Versus MU-MIMO Comparisons........... 260
6.7.5 Simpler Signal Processing or Fewer Antennas? ........ccccoecveeveenierveeneennnn. 267
6.7.6 How Close are Commercial Deployments to “Infinitely Many

ANLENNAST” Lo 267
6.7.7 Challenges with Limited User Equipment Capabilities..........c.cccoeueerueenee. 268
SUMMATY ...ttt ettt et s s s sa e eaeeene 269

REEEICIICES ..ottt ee e e e e eeta e e e e eenraeee s 270



CHAPTER 7
7.1
7.2

7.3

7.4

7.5

CHAPTER 8
8.1

8.2
8.3

8.4

CHAPTER 9
9.1
9.2
9.3

Contents ix

Concepts and Solutions for High-Band Millimeter Wave ............... 273
Background...........cooueeiiiiiieee e 273
Issues on High-Frequency Bands...........coccoooiiviniiiiiiniininiiieenceeceeeees 274
7.2.1 SPECLIUIML ...eouiiiiiiiiiieiieiit ettt ettt ettt be e b e sbeesaees 274
7.2.2 Radio Propagation and Antenna Characteristics.........ccoceveereereruenienneniene 275
T.2.3 USE CASES .eouveenviieiieiieniit ettt ettt et ettt ste e st e bbb e bt e sbee st e e sbeenaees 280
7.2.4 Need for New Multi-antenna Functionality ..........cccocceveneeneneniiencnnnenenne 283
Time-Domain Versus Frequency-Domain Beamforming .........c..ccccceeeverienenncnn. 283
7.3.1 Beamforming Type DeSCriptions.......cccverveeriernierniienienieeneeneesieenresveenne 283
7.3.2 Aspects of Frequency-Domain Versus Time-Domain Beamforming......... 284
Principles of Beam Management...........cceeveerieerieenieniiieniieneeenee e eieesieeseeeeeenes 287
7.4.1 A Beam-Based APProach .........cccceeceiviiniiniiiiniiiiieiecie et 287
7.4.2 Beam Management Functionality OVervieW..........cceeveeviienienieeniieenrennennne 288
7.4.3 Simplified Beam Handling Solution Applied to an Analog

Beamforming SyStem........cccocieeiiriiiiiniiiininieecreeeee e 294
SUMIMATY .ttt ettt et e sbb e bt e s bt e sabeebeesabeesbeesaeesabeessaesanesases 298
RETEIEICE ..ottt ettt e 300
Further reading .........coccocueeieiiiniiiiniieeeceee ettt 300
3GPP Physical Layer Solutions for LTE and the Evolution
Toward NR ... 301
LTE Physical Layer—Basic Principles .........ccccoceeveiiieieniniiniicencienceecieeees 302
8.1.1 Key Functionalities ........c..ceceereeiieniinieniinieiineeieeeenieeeere et s 308
LTE History and EVOIUtION........ccccciiiiiiiiiiiiiiiicicececeeeeeeee e 313
LTE Physical Layer Specifications for AAS ........ccociiiiiiniiniiiieeeeceees 316
8.3.1 Antenna Ports, Reference Signals, and Quasi Colocation.........ccc.ccocueeuee. 316
8.3.2 CSI REPOTTING .....eoviiniieiiiiieieieeeeteetete et ettt s 331
8.3.3 Physical Downlink Control Channel Transmission Procedures ................. 344
8.3.4 PDCCH Transmission Procedures and Downlink Transmission Modes.... 345
8.3.5 PUSCH Transmission Procedures and Uplink Transmission Modes ......... 349
LTE SUMMATY ...cooiiiiiiiiiiieieee ettt s 349
8.4.1 LTE—What Is in the Pipe? .....ccccooiiiiiiiiiiiiiiieeeeeeee e 350
RELEIEICES ...ttt 350
3GPP Physical Layer Solutions for NR................ccoooveiiiiiiiie. 351
NR Background and RequUirements ............c.cceoererieneenienineeneeieneeee et 351
NR Physical Layer—Basic Principles .........ccooceieivininieniiiineeieneeeeseeeeeeees 353
NR Physical Layer Specifications for AAS ......c..cooeiiiiininiinieneeeeeees 357
9.3.1 Antenna Ports, Reference Signals, and Quasicolocation ..........c..ccccceceeuenne 357
0.3.2 INItIAL ACCESS....iiuiiiiiieiiiieiiciieeeece et 387

9.3.3 PDSCH and PDCCH Transmission Procedures........ccccccceovvvuveeeieevinneeeeennn. 389



X Contents

9.4

CHAPTER 10
10.1

10.2

10.3

10.4

10.5

10.6

10.7

9.3.4 PUSCH Transmission Procedures ..........ccc.coccecierircieniriienenieenenieencnirennene 396
9.3.5 CSIFramewWork ......c..cccoiiiiiiiiiiiiiiniiiiicicicir e 400
0.3.6 Beam-Based OPeration ...........ccecueevierrieeniieniienniienieeieeiee st eieesiee e 412
NR Summary and EvOlution............cccccocieiiiiiiiniiniiiiiiceeecceece e 421
RETEIENCES ...ttt et 422
End-to-End Features.......................ocoooo 423
INrOdUCHION .....oviiiiiiiiiicic e 423
10.1.1 General Considerations ...........cocueerueeriierieriieenieeieesieesteerreesiee e e sieeeeeenne 423
10.1.2 Network Configurations Based on 3GPP Specifications to Support

AAS ettt 424
10.1.3 User Equipment Capabilities Related to AAS .......ocooiiiiiiiiiiieeeeee 424
10.1.4 Examples of AAS End-to-End Use Cases.......ccceoereerererienenieenenienienns 428
Use Case 1: SU-MIMO with Normal CSI Feedback .........ccccoeoeeveneiiineniinenene 428
10.2.1 INErOQUCTION vttt sttt st 428
10.2.2 Selecting Features from the 3GPP TooIbOX........ccccoceevererieninienicnieene 429
10.2.3 Implementation ASPECES.......coterueriererienienieenieeieertesieete e etesiesieesiessenieene 431
10.2.4 End-to-End Feature Description ...........ccccceoeeverieninennieneiienenieneeieniene 432
10.2.5 PerfOrmance .........cccoceeieuiiiinieniiieieiciciecne e 433
Use Case 2: MU-MIMO with CSI Feedback Type IL........ccccooeeviininineniincnenns 433
10.3.1 INtrOAUCTION ..ottt e 433
10.3.2 Selecting Features from the 3GPP TooIbOX........ccccoceevererienenienienienienne 434
10.3.3 Implementation ASPECES......cccuterueeriueeriierreerieenreeteesieesreesseesseesseesseessseenne 435
10.3.4 End-to-End Feature Description ..........cccueveeeeriienieniieeniienieeieeiee e 436
10.3.5 Performance .........cccccoecieiiiiiiiiiiiiniiiiicicicce e 437
Use Case 3: MU-MIMO with Reciprocity-Based Precoding..........cccccevveviennenne 437
10.4.1 INtrOdUCHION ....cuviuiiiiiiiiiicii e 437
10.4.2 Selecting Features from the 3GPP ToolboX........cccceeviiriiiieiniinieneeee. 438
10.4.3 Implementation ASPECES......ccuevuierierrieerienieenieenitesteenieesteeseesieesreesanesanes 439
10.4.4 End-to-End Feature Description ............cccceceevireeniineeieneenienenienieereneens 440
10.4.5 Performance .........cccccoeoieiiiiiiiiiiiniiiiicieeee e 441
Use Case 4: Beam Management Based on SSB ..........ccccociiiiiiiiiniiiniiiices 442
10.5.1 INIrOAUCTION ..c.viiiieniiieieeieeeite ettt ettt e 442
10.5.2 Selecting Features from the 3GPP ToolboX.........cccccceeeniriieniniiininicnnns 442
10.5.3 Implementation Aspect in the User Equipment...........ccccceceiinieneeinnnene 446
10.5.4 End-to-End Feature Description ............ccccccceeieieiiniricneeieneneeeeienenne 446
Use Case 5: Beam Management Based on SSB and CSI-RS..........ccccoooniiinen. 447
10.6.1 INIrOAUCTION .....veiiieiiieieeiteite ettt ettt 447
10.6.2 Selecting Features from the 3GPP TooIbOX........ccccvceereririeninienieeieiene 447
10.6.3 End-to-End Feature Description ...........cccceeierieienineeieieeieseeeeseee e 452

SUIMIMATY ..ttt ettt ettt e e s bt s bt e sbeeet et e s bt enbeeb e e st enaeenee 452



CHAPTER 11
11.1
11.2
11.3

1.4

11.10

Contents xi

Radio Performance Requirements and Regulation........................ 453
INELOAUCTION ..ttt ettt ettt et st sbe et sbens 453
Purpose of Radio ReqUirements .............cooeveereniriininienineeneeteseeee e 453
Radio Requirement DeSCIiption........c.ceeeruireerienirrienieeienieeiee ettt 455
11.3.1 General OVEIVIEW .......ccoeuiviiriiniiieieieieiieiene ettt 455
11.3.2 In-Band Transmitter Requirements ............cocceveeveneriieninienenieneeceee 460
11.3.3 In-Band Receiver Requirements........c..cccueeeevierieninernencenenenienicnieniene 462
11.3.4 Out-of-Band Requirements............cccceceerererrerienenieienieeeieeceee e 467
11.3.5 CO-l0CAION ... 469
11.3.6 Receiver Demodulation Performance...........c.ccccoooevevieieieinininencnenne. 471
Advanced Antenna System Requirement Approach .........ceceevvervieecieneennieeneens 472
11.4.1 Requirement Approaches Before Advanced Antenna System.................. 472
11.4.2 Challenges Introduced by Advanced Antenna System .........cc.cceecveeruennen. 473
Over-the-Air Requirement Concept and MEtriCs ........ccoceeveervieenienieenieenienieenne 477
11.5.1 Initial Over-the-Air Requirements for Advanced Antenna System.......... 478
11.5.2 Other Over-the-Air Transmitter Requirements ............ccoceeveereirieencennee. 479
11.5.3 Over-the-Air Receiver Requirements..........cccceeveeevieeneenieeneeneenieencenene. 485
11.5.4 Beam Quality ASPECES ..c..coueriiiirieiinieieeteeeneere et 489
Derivation of Requirement Thresholds and Levels.......c.cccoocveenieriieniiinienniennieenns 492
11.6.1 Mapping of Frequency Range 1 Over-the-Air to Conducted

REQUIrEMENES. ...t 492
11.6.2 Advanced Antenna System for Millimeter-Wave Frequencies ................ 494
Possible Radio Design Benefit From Massive Multiple-Input
MUIIPIE-OULPUL ..ottt sttt et et ettt sbe st e e sbens 508
11.7.1 Unwanted EMiSSION .......ccooceviiriiiieiieniiieiiinene e 509
11.7.2 Transmit Signal QUality........cccoceevieriiriieninieieiiere e 509
11.7.3 Receiver REQUITEMENLS .....c..cocueruerierieniieieniieieeitentesieete et eireiesereieene 510
Radio Frequency Electromagnetic Field Exposure From Advanced Antenna
System Base StAtiONS ....cc.eeeveerieriiiiiierieeieeee sttt ettt et st 512
11.8.1 Limits on Human Exposure to Radio Frequency Electromagnetic

FIELAS ..ot 512

11.8.2 Assessing Compliance of Advanced Antenna System Base
Stations with Radio Frequency Electromagnetic Field Exposure

LIINAES 1ottt sttt ettt bbb 513
OVEr-the-Ail TESTNGZ ...ccveeveiiieiiierieeete ettt sttt 513
11.9.1 Types of Over-the-Air Test Facilities ........cccccoceeveririieninieniniececeee 513
11.9.2 Over-the-Air Testing in Standard and Measurement Uncertainties ......... 519
11.9.3 Total Radiated Power Theory and Methods...........cccceeereeneneniiencniienenne 520
SUMIMATY .ttt ettt et et e et e sab e e bt e teessbeesbeesabeesseesssesaseessnesssesnses 523

RETEIEINCES....oci ittt e e et e e e eesatae e e e eenaaaeeee s 524



Xii Contents

CHAPTER 12 Architecture and Implementation Aspects..................ccooovevienennn. 527
12,1 INEFOAUCTION ..ottt ettt ettt se b se b beseeseseesesesesesens 527
12.2 5G Radio Access Network ArchiteCture ..........cccoeveveerininieiererinnieieiecneeieeenenen 528

12.2.1 2G, 3G, and 4G Radio Access Network Architecture .........ccccoeeveveeeennnnn. 528
12.2.2 Radio Site Installation...........cccoevierieiiiiininiiiiiiecceeeeeeee e 533
12.2.3 FUNCHONALILY ...eouviiieiieiieiiiie ettt sttt 536
12.2.4 Introducing Advanced Antenna System in 5G Radio Access Network ... 536
12.2.5 Higher Layer SPIit .....cccooceriiieniiieniiiieeeteee et 538
12.2.6 LoWer Layer SPIit....c.cccierieriiieriienieeiie et este e e sieeteesieesereeseeesne e 539
12.3 5G Radio Base Station Implementation Impacts ...........cceereereirieinieireerieenane 544
12.3.1 Digital Versus Analog Beamforming...........ccccceevueeveeniieineeneeniieeneeecieenne 545
12.3.2 Example of Beamforming at High-Band ............ccccccovviininiiiniininee. 547
12.3.3 Antenna Element and Subarray Implementation .........ccccceeeeevverieennennee. 550
12.3.4 Radio Site Impacts and COnStraints.........c.ceevveerverrierreeriieeneeneesrieeneenenes 552
12.3.5 Phase Noise at High-Band..........ccccoeoiiniiniinniiniiiecc e, 552
12.3.6 Alignment Requirements and Calibration...........ccecceeveeviennieeniinieeneennne. 553
12.3.7 Mutual COUPING ..coveiiiiiiiiiieiieeiteeie ettt ettt s 556
12,4 SUMIMATY ....cviiietiieiiieiiriet ettt ettt ettt s bt b et b st b et bes e besesens 557
REEIENCES....c..eoniiiiiiiiicicte ettt et 559

CHAPTER 13 Performance of Multi-antenna Features and Configurations.......... 561

13.1 Outline and SUMMATY ........ccooeuirieirieirietirierie ettt 561
13.1.1 Cell-specific Beamforming............ccoccecvevierieiinieninieicnceeneeeceereiene 562
13.1.2 UE-—specific Beamforming ............c.ccocooiiiiiiiniiiiniiiiecieneeeeeecieeee 565
13.1.3 Relations Between Cell-specific and UE—Specific Beamforming .......... 566
13.1.4 Multi-user MIMO .....c.ooeiriiirieiiieiinieiieeie ettt 567
13.1.5 Additional AAS Performance ASPEectS.........cccceceevuirieiieneenenienieieniennenne 568

13.2 Radio Network SImUIAtions ..........ccceeurveririeirieisieiereesieeesseessesessesessessssesessesesseses 570
13.2.1 OVEIVIEW ettt ettt ettt sttt ettt et 570
13.2.2 Antenna Configurations ..........ceoceeeeruerierierieseetienee st ete e eee e eiee e eeeseeens 571
13.2.3 Multi-antenna AlOTithms...........cooueeiiiniiriiiniiiieieeeeeeete e 575
13.2.4 Performance MEIIICS ........ccouirueererienieeienieeite st etee ettt see et e eneesaeene 576
13.2.5 Traffic CharacteriStiCs........eouevuirierienieieiiine ittt 577
13.2.6 Deployment CharacteriStiCs ........ceouereruerierierieeienierieetesieeee e eee e eee e 578
13.2.7 SyStem ASSUMPLIONS .....couveruiruierierierierientenieesieeteetesteestesieestesiesieesiessenseens 582

13.3 Cell-Specific BeamfOrming ..........coceeueueirieinieinieieieisieisie e 584
13.3.1 OVEIVIEW .ottt s e 584
13.3.2 Fixed Beamforming .........cccccocuererienerienienieneeiceee ettt 586
13.3.3  Cell SRAPING ..ccuviiiieieiieiierieeie ettt ertee ettt steete et e steebeesseesebeesaneenseenne 590
13.3.4 Higher-Order SectOriZation.........c.cceverierierienienienieneete et e 592

13.4 UE-Specific Beamforming (SU-MIMO) ........ccccoveviiieierierieieiieereiereereseeeeeeeve s 595



Contents xiii

I3.4.1 OVEIVIEW ..oviiiiiiiiiiiiiiciceeeeee e 595
13.4.2 Impact of Different Antenna Configurations ...........cceceevvveereerverieeeneennnn. 596
13.4.3 Beamforming Effects on Signal Power and Interference ......................... 601

13.5 Relation Between Cell-Specific and UE—Specific Beamforming....................... 606
I3.5.1 OVEIVIBW ettt ettt ettt 606
13.5.2 Combining Cell-Specific and UE—Specific Beamforming ...................... 606
13.5.3 Cell Shapes and Beam SWeEPING ......cccecveruieriieiiniinieieneeieneerereereiene 607

13.6 Multi-USer MIMO .......ccooueuiiiieieieiisieiete ettt ettt se e neeeeens 610
13.6.1 OVETVIEW .ottt ettt ettt ettt et sane e 610
13.6.2 Feedback-Based MU-MIMO .......ccccccocurvirviniininineneneieieeeeeeseneseeeenne 611
13.6.3 Reciprocity-Based MU-MIMO..........cc.ccccoiiiiiiiiiiniienieeneceeeeee 612
13.6.4 Reciprocity-Based MU-MIMO With Inter-cell Interference Handling.... 613

13.7 Additional AAS Performance ASPECES ........ccoveerveerrererieesrereereesieesseseesesessesessens 618
13.7.1 Coverage Aspects of Beamforming..........cccecceeeenireenencenieninieceeene 618
13.7.2 LTE Feedback-Based MIMO .........c.cccocevirinininineneicicieeneeeeeseseenen 621
13.7.3 Uplink Spatial Receiver COmMbINING.........ccceevueeienirieieneeieneeieiceeieae 624
13.7.4 High-Band ASPECLS ....cc.eeouirieieniiiieieriteiesttete ettt sttt st 628
13.7.5 Base Station Output POWeET........ccccecuiiiiiiniiiieiienienieeeeeeecee e 633
13.7.6 Frequency-Band Interworking ...........cocceoevieviiniininienneneenenenienceieene 635

13,8 SUMIMAIY....cuiietiieiiieiieietitete ettt ettt b s b et b et eseseeseseeseseeseseesesesenis 637
REfEIENCES.....cviiiiiieiccc e 638
CHAPTER 14 Advanced Antenna System in Network Deployments ...................... 639
141 INEOAUCHION «.vviniiieiiiriieieie sttt ettt ettt 639
14.1.1 OULHNE ... e 639

14.2 DeploymENt SCENATIOS. .......covirverierierieteerierietitetesseseessereeseeseeseeteesessessessessessesseseesens 639
14.2.1 Dense Urban High-Rise Macro Scenario .........c.ccceceeveerieeneeneenieeneennne. 640
14.2.2 Dense Urban Low-Rise Macro SCenario.........c..cceceeveeveencenenenuenieneennenne 641
14.2.3 Suburban/Rural Macro SCEeNario..........ccccceceevuereerereesienenreneneeneeeeenuennes 641
14.2.4 Fixed WIreless ACCESS ......ccoviviiriiieiiiiiiiiinie ettt 642

14.3 Multi-antenna Performance in Macro Network Deployments...........c..ccecvecvenrnnns 643
14.3.1 Dense Urban High-RiSe ........ccccceiviiriiiiiiiniinieecieeieeee et 644
14.3.2 Dense Urban Low-RiSe.......c.cccooiviiiiiiiiiiiiiiiiiiiccicicicce 647
14.3.3 Suburban/Rural Macro..........ccccceeiiiiiiniiiiiniiicicicccccece e 649
14.3.4 Fixed WIreless ACCESS .....couerriiirieiinieientereneentenieeresreeeneseeeeeseseeesaenaes 651
14.3.5 Summary and Deployment Recommendation............ccccocceeeiiniieiinnnnnnnne 652

14.4 Deployment CONSIAErations ...........coeerveeirueririeririeiriesiriesesieneseeestenessesessesesseesnenes 655
T4.4. TSIt ASPECES..cuuiiuiiiiiieiieieie ettt ettt et 656
14.4.2 MUlti-Dand.......coceoueieiririniniereteteeeteeeesie ettt e 657
14.4.3 Device Capabilities ........ccccoieviiriiiiiiiiiiiieieeee et 659

14.4.4 Regulatory CONSLraints. ........cccevuirierierieiienieiie et 660



Xiv Contents

14.5 Examples of Operator Network EVOIUtONS.........c.coveeveieieiniiiiniiieieieieiesene s 660
14.5.1 US Operator Evolution for Mobile Broadband............ccccceeveeriiriennennnee. 660
14.5.2 European Network Evolution for Mobile Broadband............c.ccccccoceenenne. 666
14.5.3 Deploying Fixed Wireless Access on Top of Mobile Broadband............ 671

14.6 AAS Selection Taking Cost Efficiency Into Account...........coeeevveeerieerieerueennnnes 672
14.6.1 HAardware COSt......eeviiriiirieniieieeeieeite sttt ettt ettt e st e ene e 673
14.6.2 Total Cost of OWNEISIP......ccceeviriiriiieiinieieeeceeee e 673
14.6.3 Total Cost of Ownership and Network Capacity ..........c.cceceverieciniennens 674

T4 T SUMIMATY ....eiietiieiiiei ettt ettt ettt ettt be sttt bes b senn 675
RETEICNCES. ... ettt ettt sttt ettt e 676

CHAPTER 15 Summary and Qutlook...................cccoooiieiiiiieeee e, 677

15,1 SUMIMAIY ....ctiieiiieeieteeieteeiet ettt ettt b et ebe s b sesbesessesessesessesssesesesessenes 677
15.1.1 Advanced Antenna System Performance ............cccoccoceniiiininiininicnenn. 678
15.1.2 Business Value and Use Cases ........coceerrerrueeriirienseenienieeneenteeseeeeeenne 680
15.1.3 Clarification on Selected ISSUES.........ccoueruirieririeririee e 680

15.2 Outlook fOr the FULUIE .....c.cevveeirieiirieiieeieieiisietet ettt sens 683
15.2.1 Field Feedback and Adaptation .........c.cccoeeeereneenienenieneeieneneeneeieniene 683
15.2.2 Cost Evolution and Use Cases........ccceeverieriereeienieneeienieeieseeeesieeieniene 683
15.2.3 Technology EVOIUtION. ......ccccoctiriiiiiiiiiiinieeeitee et 685
15.2.4  Site SOIULIONS ..couviutieiieiieieie ettt ettt s be et saeeae 686
15.2.5 Final Remark.........cccocieiiiiiiiiniiiiiiicieine e 687

Appendix 1: Mathematical Notation and CONCEPLS.......ccuerverriierierrienieeieeniie et enieesiee et esiee e 689



Authors

Henrik Asplund

Henrik Asplund received his MSc degree from Uppsala University,
Sweden, in 1996 and joined Ericsson Research, Stockholm, Sweden, in
the same year. Since then he has been working in the field of antennas
and propagation supporting predevelopment and standardization of all
major wireless technologies from 2G to 5G. His current research interests
include antenna techniques, radio channel measurements and modeling,
and deployment options for 5G including higher frequencies.

Affiliation and Expertise
Master Researcher in Antennas and Propagation, Ericsson AB, Stockholm,
Sweden

David Astely
David Astely is currently a Principal Researcher with Ericsson Research
in the radio area. He received his PhD in signal processing from KTH
Royal Institute of Technology in 1999 and has been with Ericsson since
2001, where he has held various positions in both research and product
development.

Affiliation and Expertise
Principal Researcher, Ericsson AB, Stockholm, Sweden

Peter von Butovitsch

Peter von Butovitsch joined Ericsson in 1994 and currently serves as
Technology Manager at Systems & Technology. He has held various
positions at Ericsson Research and in RAN system design over the years,
and from 1999 to 2014 he worked for Ericsson in Japan and China. He
holds both an MSc in engineering physics and a PhD in signal processing
from KTH Royal Institute of Technology in Stockholm, Sweden. In 2016
he earned an MBA from Leicester University in the United Kingdom.

Affiliation and Expertise
Technology Manager, Ericsson AB, Stockholm, Sweden

XV



XVi Authors

Thomas Chapman

Thomas Chapman is currently working within the radio access and stan-
dardization team within the Standards and Technology group at Ericsson.
He has been contributing into 3GPP standardization since 2000 to the
whole portfolio of 3GPP technologies including UTRA TDD, WCDMA,
HSPA, LTE, and NR, and has been deeply involved in concept evaluation
and standardization of AAS in RAN4. He holds an MSc (1996) and PhD
(2000) in electronic engineering and signal processing from the
University of Manchester, UK.

Affiliation and Expertise
3GPP Standardisation Delegate, Ericsson AB, Stockholm, Sweden

Mattias Frenne

Mattias Frenne is currently a Principal Researcher in multi-antenna stan-
dardization in Ericsson. He holds an MSc (1996) and a PhD (2002) in engi-
neering physics and signal processing respectively, both from Uppsala
University, Sweden. Mattias has contributed to the physical layer concept
development for both LTE and NR and is acting as a 3GPP Standardization
Delegate in 3GPP RAN WG1 since 2005, mainly covering topics in the
multi-antenna area. He was named Ericsson Inventor of the Year in 2016.

Affiliation and Expertise
Principal Researcher, Ericsson AB, Stockholm, Sweden

Farshid Ghasemzadeh

Farshid Ghasemzadeh received an MSc degree in electrical engineering
from the Chalmers University of Technology, Gothenburg, Sweden in
1994. He joined Ericsson in 1999 and currently has a position as “Expert
in Radio Performance” within the Department of “Standards &
Technology.” He has held various positions in Ericsson and worked with
RAN system design and standardization. Prior to joining Ericsson in
1999, he worked for LGP telecom as specialist in RF and microwave
design developing radio products for various standards and technologies.

Affiliation and Expertise
Expert in Radio Performance, Ericsson AB, Stockholm, Sweden

Mans Hagstrom

Mans Hagstrom has worked with Radars and Radios for the last 20 years,
doing both hardware and software development for real-time applications.
He joined Ericsson in 2011. He is currently a systems architect and
involved in the evolution of AAS radios. In various roles he has been
involved in both the high-band mmW and mid-band TDD AAS develop-
ment at Ericsson. He holds an MSc in computer science from the
University of Gothenburg, Sweden.

Affiliation and Expertise
Senior Radio Systems Architect, Ericsson AB, Stockholm, Sweden




Billy Hogan

Billy Hogan joined Ericsson in 1995. Currently he is the Principal
Engineer for AAS technology and strategies within Development Unit
Networks where he drives solutions and strategy for AAS in 4G and 5G.
Previously he has held various technical and leader positions in Core and
Radio Access Network systemization and design. He holds a BE in elec-
tronic engineering from the National University of Ireland, Galway, and
an ME in electronic engineering from Dublin City University, Ireland.

Affiliation and Expertise
Principal Researcher in AAS Technology Strategies, Ericsson AB,
Stockholm, Sweden

George Jongren

George Jongren is currently an expert in adaptive multi-antenna technolo-
gies at Ericsson. Starting with his PhD studies in 1999, he has two dec-
ades of experience working with state-of-the-art techniques in the multi-
antenna field. He joined Ericsson in 2005 and has over the years had vari-
ous roles, including working for 8 years as a 3GPP delegate driving
Ericsson’s efforts on physical layer multi-antenna standardization. He
holds a PhD in signal processing and an MSc in electrical engineering
from the KTH Royal Institute of Technology, Stockholm, Sweden.

Affiliation and Expertise

Authors

Expert in Adaptive Multi-Antenna Technologies, Ericsson AB, Stockholm, Sweden

Jonas Karlsson

Jonas Karlsson joined Ericsson in 1993. Since then he has held various
technical and leader positions in Ericsson covering both radio access
research and system management in product development. He is currently
an Expert in Multi-Antenna Systems at Development Unit Networks. He
holds an MSc in electrical engineering and engineering physics from
Linkoping University, Sweden, and a PhD in electrical engineering from
the University of Tokyo, Japan.

Affiliation and Expertise
Expert in Multi-Antenna Systems, Ericsson AB, Stockholm, Sweden

Xvii




Xviii Authors

Fredric Kronestedt

Fredric Kronestedt joined Ericsson in 1993 to work on RAN research.
Since then he has taken on many different roles, including system design
and system management. He currently serves as Expert, Radio Network
Deployment Strategies, at Development Unit Networks, where he focuses
on radio network deployment and evolution aspects for 4G and 5G. He
holds an MSc in electrical engineering from KTH Royal Institute of
Technology, Stockholm, Sweden.

Affiliation and Expertise
Expert in Radio Network Deployment Strategies, Ericsson AB,
Stockholm, Sweden

Erik Larsson

Erik Larsson joined Ericsson in 2005. He is currently a researcher working
with concept development and network performance for NR with a focus
on advanced antenna systems. He holds both an MSc in engineering phys-
ics and a PhD in electrical engineering, specializing in signal processing,
from Uppsala University, Sweden.

Affiliation and Expertise
Researcher in Multi-Antenna Systems, Ericsson AB, Stockholm, Sweden

Contributors
Bo Goransson
Senior Expert, Multi Antenna Systems, Ericsson AB, Stockholm, Sweden

Jacob Osterling
Senior Expert, Radio Base Station Architecture, Ericsson AB, Stockholm, Sweden



Preface

INTRODUCTION

Multi-antenna technologies that exploit the spatial domain of the wireless channel have been avail-
able for many decades and have over time been developed to the point that they are now quite
sophisticated. Together with rapid advancement of hardware and software technology, this develop-
ment has recently been embraced by the mobile network industry and an explosion is now seen in
the number of products exploiting multi-antenna technologies to improve coverage, capacity, and
end-user throughput. In earlier generations of mobile communication standards, coverage and
capacity have been enhanced primarily by other means than utilizing the spatial domain. Although
4G contains a rich multi-antenna toolbox of features, it is not until the introduction of 5G that a
broader adoption of more advanced solutions is expected.

With the introduction of 5G, the interest in multi-antenna technologies has increased rapidly.
The industry, which previously has been cautious in the approach to multi-antenna solutions, has
changed attitude and it has become generally accepted to deploy advanced antenna systems (AAS),
where advanced is referring to both the multi-antenna feature domain and the corresponding hard-
ware solution, in the mobile networks. It is therefore expected that all 5G network deployments
will include AAS to some degree and deploying these in well-planned manner will significantly
enhance network performance. It is also believed that both the total volume of multi-antenna solu-
tions in the market and the ratio of sites using AAS in the networks will increase over time as
multi-antenna technologies are further enhanced.

Substantial performance gains can indeed be achieved when using AAS compared to conven-
tional antenna systems, if deployed and dimensioned correctly. To get attention towards AAS, the
communications community has been keen to show the great technology potential of AAS. This is
backed up by much of the theoretical research on so-called massive multiple input multiple output
(MIMO) that may be interpreted as showing a huge potential for performance improvements. This
book gives insights into the factors that impact performance and what levels of performance can be
achieved in different real network deployments.

Multi-antenna technology is a multidisciplinary field to which there are inputs and contributions
from different scientific and industry communities, for example, wave propagation, antenna theory,
massive MIMO, traffic patterns, etc. To understand the real achievable AAS performance in mobile
networks, knowledge from all these different areas needs to be combined. A deeper understanding
of AAS, particularly from an interdisciplinary perspective, has not yet been successfully conveyed
to the broader communication community. It is therefore believed that there is a need to spread
deeper knowledge of AAS technologies concerning what performance they offer in different sce-
narios and how they can be successfully used in 5G networks in order to facilitate a healthy net-
work evolution and adapt to future needs.

Xix
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PURPOSE

The purpose of this book is to

provide a holistic view of multi-antenna technologies;

describe the key concepts in the field, how they are used, and how they relate to each other;

synthesize the knowledge of the related disciplines;

provide a realistic view of the performance achievable in mobile network deployments and

discuss scenarios where AAS add most value;

5. describe the standardized features in the 3GPP specifications of long-term evolution (LTE) and
new radio (NR) that most closely relate to multi-antenna operation;

6. clarify some common misconceptions.

PN~

To summarize, the essential contribution of this book is to combine the knowledge from the
related disciplines, do the analysis from an interdisciplinary perspective, and to put AAS into a
mobile network context.

OUTLINE

The outline of the book is as follows. Chapter 1, Introduction, and Chapter 2, Network Deployment
and Evolution, provide a general introduction to the field of multi-antenna technologies, including
AAS and mobile network deployments. Chapters 3—5 describe different basic technology building
blocks underlying the understanding of AAS. Chapter 6, Multi-antenna Technologies, and Chapter 7,
Concepts and Solutions for High-Band Millimeter Wave, describe the key concepts of multi-antenna
technologies for mid-band and high-band. Chapters 8—10 describe the standard support in 3GPP and
some examples of how end-to-end features can be designed based on the 3GPP standard. Chapter 11,
Radio Performance Requirements and Regulation, describes the AAS impacts on radio product perfor-
mance requirements, as specified in standards and regulations, and Chapter 12, Architecture and
Implementation Aspects, describes impacts on radio products and sites with respect to architecture
and implementation choices that follow from introducing AAS. Chapter 13, Performance of Multi-
antenna Features and Configurations, and Chapter 14, Advanced Antenna System in Network
Deployments, discuss the radio network performance impact of different AAS features and configura-
tions in different scenario deployments, as well as how AAS can be used in mobile networks. Finally,
Chapter 15, Summary and Outlook, summarizes the book. Some specifics follow below (Fig. 1).

* Chapter 1, Introduction, provides a background to AAS, how AAS has been used in the past,
the introduction of AAS in the mobile industry, and some of the developments in academia that
have been important for the adoption of AAS in mobile networks.

* Chapter 2, Network Deployment and Evolution, outlines the status of the operator network
deployments, the requirements on network evolution, and what role AAS can have in that process.
The purpose is to show the typical status of commercial mobile network deployments and the need
for evolution of these to meet future requirements with respect to increasing capacity, coverage,
and end-user throughput. Specifically, the possibilities to evolve the networks are described and
the possibility of using AAS to meet future requirements is discussed.
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Outline of the book where chapters are grouped into five categories.

The purpose of Chapters 3—5 is to give the reader an understanding of the technology elements
that influence the performance of AAS or the way AAS are built.

In Chapter 3, Antennas and Wave Propagation, some of the basic antenna and wave
propagation properties relevant for mobile communications are explained. The focus is on
topics that are needed to understand later chapters in the book.
Chapter 4, Antenna Arrays and Classical Beamforming, describes classical beamforming with
antenna arrays, starting from a single antenna element, and then introducing uniform linear and
planar antenna arrays.
Chapter 5, Orthogonal Frequency Division Multiplexing—Based Multiple-Input Multiple-Output
Systems, introduces some of the fundamentals of orthogonal frequency division

multiplexing—based MIMO systems, that is, the access technology used for both 4G and 5G,

that will be used in later chapters. More specifically, based on results from Chapter 3 & 4,
Chapter 5 outlines the equivalent channel model to aid the discussion of multiple antenna
techniques in Chapter 6, Multi-antenna technologies.
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Chapters 6—10 explain multi-antenna concepts, how these are supported in the standard, and

how the standardized hooks can be used to make end-to-end features. Some of the key results in
the book are developed in this part.

Chapter 6, Multi-antenna Technologies, describes multi-antenna technologies, for example,
beamforming, single-user MIMO, multiple-user MIMO (MU-MIMO), and cell shaping. The
performance potential of the different solutions is discussed for different conditions. Aspects of
functionality on both transmitter and receiver sides are also discussed. The discussion is
independent of the frequency band, but the solutions described are currently most widely
adopted on mid-band frequencies, that is, 1 —7 GHz. Some misconceptions related to MU-
MIMO are specifically addressed.

Chapter 7, Concepts and Solutions for High-Band Millimeter Wave, discusses solution specifics
relating to high-band (or mm-wave) solutions, that is, at frequencies higher than 24 GHz, with
short wavelengths and challenging wave propagation characteristics. The usage and
consequences of time-domain analog beamforming at these bands are discussed, and some
examples illustrating impacts on both features and implementation are outlined.

Chapter 8, 3GPP Physical Layer Solutions for Long-Term Evolution and the Evolution Toward
New Radio, contains the 3GPP LTE standard support for AAS technologies based on the multi-
antenna concepts of the previous chapters. The evolution of LTE toward NR is outlined, where
shortcomings of LTE are discussed.

Chapter 9, 3GPP Physical Layer Solutions for New Radio, contains the 3GPP NR standard
support for AAS technologies and describes how bottlenecks identified from LTE standard were
utilized in designing NR in a better way.

Chapter 10, End-to-End Features, explains how the 3GPP toolbox of Chapter 9 can be used to
design system solutions for NR AAS features, and examples of a selection of features from
Chapter 9 are presented.

In Chapter 11, Radio Performance Requirements and Regulation, the requirements on radio
equipment performance are outlined. This work is based on the work in 3GPP RAN4 where
requirements on performance of the radio equipment and the corresponding test procedures are
specified. The purpose of this chapter is to explain the rather extensive set of requirements that
must be fulfilled and what that means in terms of product design.

Chapter 12, Architecture and Implementation Aspects, outlines some of the base station
architecture and implementation considerations that follow from the introduction of AAS
features. The relation to feature distribution, location of processing, the use of interfaces, etc.
are discussed. Additional aspects specific to high-band solutions are also considered.

Chapter 13, Performance of Multi-antenna Features and Configurations, outlines the radio
network performance of different features under given conditions. From this discussion, it
follows why some features and AAS configuration choices are favorable. This chapter refers to
the results developed in Chapters 3—7 and some 3GPP-related aspects.

Chapter 14, Advanced Antenna System in Network Deployments, outlines how AAS is used to
support the network evolution in different typical network deployment scenarios. It will be
illustrated that there is a strong dependency between deployment scenario and required AAS
characteristics. Hence different scenarios call for different AAS solutions. This chapter refers to
Chapter 2, Network Deployment and Evolution, and addresses some of the network
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evolution—related issues raised there. A few case studies for how different operators can evolve
their networks in terms of spectrum usage, site aspects, choice of antenna solution, etc. are also
provided.

*  Chapter 15, Summary and Outlook, summarizes the key takeaways of the book and provides an
outlook of how AAS may develop in the future.

READING GUIDELINES

The main target audience of this book are key stakeholders of AAS within the field of mobile tele-
communications, for example, stakeholders in technology, strategy, network planning, network
design, and engineering divisions within mobile network operators, and other stakeholders in the
industry who want to understand how AAS works and how it can be used.

Another target audience is academia, where the research scope can be expanded or enriched by
providing insights from industry and wireless channel modeling community that can be used to cre-
ate more realistic modeling of network and channel aspects.

No particular prior knowledge is assumed to read the book. Visual and textual examples and
explanations are provided, where possible, to give a better intuitive feeling for the mechanisms of
antenna arrays and AAS features. A background in science, technology, engineering, or mathemat-
ics is however useful. Some basic physics, specifically wave theory, will be useful. For some parts,
mathematical descriptions will offer a deeper understanding and are therefore used. For example,
elementary matrix algebra, theory of complex numbers, and basic communication theory will help
the understanding of the theoretical parts of multi-antenna functionality. The reader who is unfamil-
iar with the mathematics can however get the essence by only reading the text.

The text aims to be self-contained in the sense that all info relevant for the readers that relate to
AAS is included in the book, except for basic mathematics. The reader shall thus not be dependent
on other literature. For an in-depth treatment of a specific technology area, the established literature
is referred to. Forward and backward references between different chapters are provided to show
the connections between the different technology areas, respectively. Each chapter is concluded
with a summary covering the key points and the aspects that are used in later chapters.

The book covers a broad range of topics and it may be advisable to digest the material in smal-
ler chunks. Some guidance is provided below.

* The fundamentals in Chapters 3—5 provide a background for the reader who is interested in
getting an in-depth understanding, but may be omitted by the reader who wants to get quickly
to the essence of multi-antenna functionality.

* Chapter 6, Multi-antenna Technologies, and Chapter 7, Concepts and Solutions for High-Band
Millimeter Wave, are essential for most of the remaining chapters.

* Chapter 13, Performance of Multi-antenna Features and Configurations, and Chapter 14,
Advanced Antenna System in Network Deployments, can be read directly after Chapter 6,
Multi-antenna Technologies, and Chapter 7, Concepts and Solutions for High-Band Millimeter
Wave, for those who are mainly interested of AAS performance in mobile networks. Most of
the findings in Chapter 13, Performance of Multi-antenna Features and Configurations, and



XXiv Preface

Chapter 14, Advanced Antenna System in Network Deployments, can be well understood even
without following the mathematics in the earlier chapters.

* Chapters 8—12 are very useful for readers who want to understand the multi-antenna aspects of
the 3GPP standard and the impacts of AAS on the system architecture and implementation.
These chapters can however be read selectively and separately from the other chapters with
limited loss of flow. Chapter 8, 3GPP Physical Layer Solutions for Long-Term Evolution and
the Evolution Toward New Radio, and Chapter 9, 3GPP Physical Layer Solutions for New
Radio, should however be read in succession.

Some chapters are structured to help the reader to get a shorter overview or to obtain a deeper
understanding. Chapter 8, 3GPP Physical Layer Solutions for Long-Term Evolution and the
Evolution Toward New Radio, and Chapter 9, 3GPP Physical Layer Solutions for New Radio, con-
tain both a shorter basic description and a more extensive part where all the details are explained.
Chapter 13, Performance of Multi-antenna Features and Configurations, also contains a shorter
overview that outlines the main feature performance results. The details can then be read
selectively.

As AAS is a multidisciplinary field, there is a contribution of terminology from different fields,
which is partially overlapping. In this book, the aim is to use an aligned terminology. In certain
areas, the terminology is adapted to that which is commonly used in that specific area. The specific
terminology used is then defined in the context it appears.



Acknowledgments

A project of this magnitude relies on support and understanding from the people around us.
The knowledge reflected in this book has been accumulated over many years and a large number
of people have made both direct and indirect contributions. Some groups have made contributions
in specific areas and have thereby had a greater influence on this book.

We would firstly like to express our most sincere gratitude to all colleagues at Ericsson who
have supported us by contributing with text proposals, material and reviews of parts of the
manuscript.

The information on performance of advanced antenna systems is largely based on results, learn-
ings, and discussions developed within several Ericsson performance evaluation teams. The work
represents a collective effort of significant magnitude and the contributors are too numerous to
mention explicitly. Nevertheless, we are deeply grateful for the knowledge and insights we have
gained from many studies and hard work conducted in the area, knowledge that made it possible to
write this book.

The standardization of long-term evolution and new radio relies on contributions and good ideas
from a very large group of people in the academia and in the industry, some of them within our
company, whose collective work is fundamental to the technology on which the book is based.

Finally, we would like to express our deepest gratitude to our families for their patience and
support.

XXV



Abbreviations

1D

2D

3D

2G

3G
3GPP
4G

5G
A/D
AAS
ACK
ACLR
ACS
ADSL
AFE
Al
AIR
AMPS
AOSA
ARP
ARPU
AWS
BCH
BM
BPSK
BS
BSC
BTS
BW
BWP
C-MTC
CA
CAPEX
CAT
CBRS
CCH
CCE
CDF
CDMA
CE
CFR
CoMP
CORESET
COTS

one dimension

two dimensions

three dimensions
second-generation mobile system
third-generation

3rd Generation Partnership Project
fourth-generation mobile system
fifth-generation mobile system
analog-to-digital converter
advanced antenna system
acknowledgment (Positive)
adjacent channel leakage ratio
adjacent channel selectivity
asymmetric digital subscriber line
analog front-end

artificial intelligence

antenna integrated radio
advanced mobile phone service
array of subarrays

antenna reference point

average revenue per user
advanced wireless services
broadcast channels

beam management

binary phase shift keying

base station

base station controller

base station transceiver
bandwidth

bandwidth part

critical machine-type communication
carrier aggregation

capital expenditure

category (in LTE)

citizens broadband radio system
control channel

control channel element
cumulative density function
code division multiple access
control element

crest factor reduction
coordinated multipoint

control resource set

commercial off-the-shelf

XXVii



XXViii

CP
CPE
CPRI
CPU
CQI
CRAN
CRI
CRS
CS

CS

CSI
CSI-IM
CSI-RS
CSR
CSS
CwW
CWDM
D/A
DAS
DC

DC
DCI
DFE
DFT
DL
DM-RS
DPD
DPS
DRAN
DRX
DSL
DSP
DWDM
DwPTS
eCPRI
EF
EIRP
EMC
EMF
EN
EN-DC
eNB
EPDCCH
E-UTRA
EVM
FB
FCC
FDD

Abbreviations

cyclic prefix

customer premises equipment
common public radio interface
CSI processing unit

channel quality indicator
centralized RAN

CSI-RS Resource Indicator
cell-specific reference signal
cell shaping

cyclic Shift

channel-state information
CSI—interference measurement
CSI—reference symbol
codebook subset restriction
common search space

code word

coarse wavelength division multiplexing
digital-to-analog converter
distributed antenna system

dual carrier

dual connectivity

downlink control information
digital front-end

discrete Fourier transform
downlink

demodulation reference symbol
digital predistortion

dynamic point selection
distributed RAN

discontinuous reception

digital subscriber line

digital signal processor

dense wavelength division multiplexing
downlink pilot time slot
Evolved CPRI

element factor

equivalent isotropic radiated power
electromagnetic compatibility
electromagnetic field
E-UTRAN new radio

EN dual connectivity

evolved node B

enhanced PDCCH

evolved UTRA

error vector magnitude
feedback

Federal Communications Commission
frequency division duplex



FDM
FDMA
FFT
FPGA
FR1
FR2

FS

FS1
FS2
FTP
FWA
GAA
GoB
gNB
GP
GSM
HARQ
HD
HPBW
HSDPA
HSPA
HSUPA
HW
IAB
ICS
IFDMA
IFFT
10DT
IoT

1Q

IRC
IRR
ISD
KPI
L1-RSRP
LAA

LI

LNA
LO
LTE
LTE-M
MAC
MBB
MBSFN
MCS
MIMO
MISO
MMSE

frequency division multiplexing
frequency division multiple access
fast Fourier transform
field-programmable gate array
frequency range 1 as Defined in 3GPP TS 38.104
frequency range 2 as Defined in 3GPP TS 38.104
frequency selective

frame structure 1

frame structure 2

file transfer protocol

fixed wireless access

general authorized access

grid of beams

generalized node B

guard period

global system for mobile communications
hybrid automatic repeat request
high definition

half-power beamwidth

high speed downlink packet access
high speed packet access

high speed uplink packet access
hardware

integrated access backhaul
in-channel sensitivity

interleaved FDMA

inverse fast Fourier transform
interoperability and device testing
Internet of things

in-phase and quadrature components
interference rejection combining
infrared reflective

intersite distance

key performance indicator

Layer 1 RSRP

license assisted access

layer indicator

low noise amplifier

local oscillator

long-term evolution
LTE-machine-type communication
medium access control

mobile broadband

multimedia broadcast multicast service single-frequency network

modulation and coding scheme
multiple-input multiple-output
multiple-input single-output
minimum mean square error

Abbreviations

XXix



XXX Abbreviations

mm-Wave
MR
MRC
MRT
MS
MU-MIMO
NACK
NB-IoT
NC-JT
NMT
NR
NZP
OBUE
0ocCC
OFDM
OPEX
0SS
OTA
PA

PAL
PAPR
PBCH
PCB
PCFICH
PCS
PDC
PDCCH
PDCP
PDSCH
PHICH
PHY
PMCH
PMI

PN
PRACH
PRB
PRG
PSS
PT-RS
PUCCH
PUSCH
QAM
QCL
QoS
QPSK
RAN
RAT
RB

millimeter wave

measurement restriction
maximum ratio combining
maximum ratio transmission
mobile station

multiple-user MIMO

negative ACK

narrowband Internet of things
noncoherent joint transmission
Nordic mobile telephony

new radio

Nonzero power

operating band unwanted emission
orthogonal cover code

orthogonal frequency-division multiplexing
operational expenditure

operation and support subsystem
over the air

power amplifier

priority access license
peak-to-average power ratio
physical broadcast channel
printed circuit board

physical control format indicator channel
personal communications service
personal digital cellular

physical downlink control channel
packet data convergence protocol
physical downlink shared channel
physical hybrid ARQ indicator channel
physical layer

physical multicast channel
precoding matrix indicator

pseudo noise

physical random access channel
physical resource block

precoding resource block group
primary synchronization signal
phase tracking reference signal
physical uplink control channel
physical uplink shared channel
quadrature amplitude modulation
quasi co-location

quality of service

quadrature phase-shift keying
radio access network

radio access technology

resource block



RBS

RF
RET
RI
RLC
RMa
Rmin
RNC
RLM
RRC
RRM
RRU
RS
RSRP
RU

RX
SA
SD
SDL
SFP
SI
SINR
SMa
SNR
SOC
SR
SRI
SRS
SS
SSB
SSS
SUL
SU-MIMO
TACS
TB
TCI
TCO
TCP
TDD
TDM
TDMA
™
TMA
TPMI
TRP
TRS

radio base station

resource element

radio frequency

remote electrical tilt

rank indicator

radio link control

3GPP rural macro channel model
minimum data rate

radio network controller
radio link monitoring

radio resource control
radio resource management
remote RU

reference symbol

reference signal received power
radio unit

radio receiver

receive

subarray

standard definition
supplementary downlink

small form-Factor pluggable Transceivers

study item
signal-to-interference-and-noise ratio
3GPP suburban macro channel model
signal-to-noise ratio

system-on-chip

scheduling request

SRS resource indicator

sounding reference signal
synchronization signal

SS/PBCH block

secondary synchronization signal
supplementary uplink

single-user MIMO

total access communication system
transport block

transmission configuration indicator
total cost of ownership
transmission control protocol

time division duplex

time division multiplexing

Time division multiple access
transmission mode

tower mounted low-noise amplifier
transmit PMI

total radiated power; transmission point

tracking RS

Abbreviations

XXXi



XXXii

TRX
TTI

Tx

TX
Tx/Rx
UCI
UE
UESS
UHD
UMi
UMa
UMTS
UL
ULA
UPA
URLLC
UTRA
VoLTE
VRB

W,
WCDMA
WCS
WDM
WI

xDSL

ZF

7P

Abbreviations

transceiver

transmission time interval

radio transmitter

transmit

radio transmitter/radio receiver

uplink control information

user equipment

UE-Specific Search Space

ultra-high definition

3GPP urban micro channel model

3GPP urban macro channel model
universal mobile telecommunications service
uplink

uniform linear array

uniform planar array

ultra-reliable low-latency communication
UMTS terrestrial radio access

voice over LTE

virtual resource block

wideband, long-term precoding matrix
per subband or wideband, short-term precoding matrix
wideband code division multiple access
wireless communications service
wavelength division multiplexing

work item

DSL family (e.g., ADSL)

zero-forcing

Zero power



CHAPTER

INTRODUCTION

MULTI-ANTENNA TECHNOLOGIES AND ADVANCED ANTENNA
SYSTEMS

Multi-antenna technologies can be applied at the transmitter, the receiver, or on both sides of the
wireless communication link and explore temporal and spatial properties of the radio channel to
enhance performance. It allows sharing of communication resources not only in time and frequency
as in conventional wireless communication, but also in the spatial domain. The objective when
multi-antennas are applied to mobile communication systems is to improve the network perfor-
mance in terms of coverage, capacity, and end-user throughput.

An advanced antenna system (AAS) is one solution to implement multi-antenna technologies.
In this book, AAS is referred to as an antenna system comprising an AAS radio and associated
AAS features, where the latter comprises various multi-antenna techniques and algorithms. An
AAS radio is a hardware unit consisting of an antenna array with a large number of radio chains
and possibly parts of the baseband functionality. Furthermore, a distinguishing aspect of an AAS is
that the radio and the antenna are tightly integrated.

The AAS radio facilitates AAS features such as beamforming and spatial multiplexing. The
AAS features can be executed by algorithms in the AAS radio, in the base station baseband unit or
both. These concepts will be defined and discussed in detail later in the book, for example, in
Chapters 6 and 12.

To distinguish an AAS from a conventional system, the conventional (non-AAS) system
consists typically of a passive antenna and remote radio unit comprising a low number of
radio chains. Hence the antenna and radio are typically not integrated. There is however no
single common and industry-wide definition of AAS, as different industry players have used
this term and/or similar terms in different and often overlapping ways. The reason for this lies
partially in the fact that the concept of a base station and related terms are intrinsically diffi-
cult to define and partially because of differing ideas of what should be encompassed within
the AAS definition.

As there are many conventional systems with 2, 4, and 8 radio chains already deployed, the
number 8 has commonly been used to define the boundary between AAS and a conventional sys-
tem, that is, above 8 is typically an AAS. The reason to distinguish AAS from conventional sys-
tems is that AAS is associated with a new integrated building practice that has an impact on the
whole antenna/radio/baseband architecture and hence also the deployment in mobile networks.
However, in this context it should be noted that the building practices of AAS could also be used
for 8 or fewer radio chains.

Advanced Antenna Systems for 5G Network Deployments. DOI: https:/doi.org/10.1016/B978-0-12-820046-9.00001-0
© 2020 Elsevier Ltd. All rights reserved. 1
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2 CHAPTER 1 INTRODUCTION

BRIEF HISTORY OF MULTI-ANTENNA TECHNOLOGIES AND ADVANCED
ANTENNA SYSTEM

BEFORE MOBILE COMMUNICATION SYSTEMS

The use of antenna arrays to direct radio signals is not new and is not restricted to the field of tele-
communications. The technique was used by Guglielmo Marconi in 1901 to increase the gain of
the Atlantic transmissions of Morse codes [1]. Marconi used four 61 m high tower antennas
arranged in a circular array in Poldhu, England, to transmit the Morse signal for the letter “S,” a
distance of 3425 km to Signal Hill, St. John, Newfoundland, Canada. Another early attempt to use
multi-antenna techniques was made by Karl Ferdinand Braun who demonstrated the gains achiev-
able by phased array antennas in 1905. Marconi and Braun received the Nobel Prize in physics
1909 for “recognition of their contributions to the development of wireless telegraphy” [2].

Antenna diversity techniques to overcome fading were developed in the 1940s [3]. The use of
antenna array-based beamforming was also developed to steer the power in a certain direction as to
improve coverage of the transmitted or received signals. Radar systems were developed that make
intrinsic use of phased arrays for direction finding. Radio astronomy also makes use of antenna
arrays. For this purpose, the antenna arrays are very large scale; in some cases, the elements of the
array are tens of thousands of kilometers apart in order to be able to directionally detect very long-
wavelength signals from outer space.

The concept of steering signals based on arrays of transmitters or sensors is not restricted to the
electromagnetic domain; arrays are also deployed in sonar systems for directional processing. In
fact, the two ears on a human or an animal, spaced apart, utilize the time difference of the reception
of an audio signal to determine the direction of the sound source. Such binaural information can
also be used to separate sound from background noise.

INTRODUCTION OF MULTI-ANTENNA TECHNOLOGIES TO TELECOM

In mobile communication, fixed, directional sector antennas were used already in the first analog
mobile communication networks, AMPS, TACS, and NMT, in the early 1980s. These antennas
were implemented as columns of antenna elements and were designed to maximize the area cover-
age. Such antennas with fixed coverage area have been, and are still being, used in all cellular
mobile communication systems. They are, by far, the most common antenna type in use.

The telecom industry has acknowledged the potential of multi-antenna systems for a long time
and signs of multi-antenna interest for mobile communication can be traced at least back to the
early 1990s. Antenna systems allowing for dynamic, steerable beamforming were conceptualized at
the same time as the advent of digital cellular systems with GSM and D-AMPS. At that time,
requirements on capacity and coverage were still modest and network equipment was relatively
expensive and thus a prohibitive factor for large-scale adoption. It is, however, in more recent years
with the introduction of 4G (LTE) a decade ago that the use of multi-antenna techniques exploiting
antennas arrays became ubiquitous both for transmission and receive purposes. The number of
phase adjustable antennas in the array on the base station side was, however, for long kept at a
modest level of 2, 4, or 8 in commercial networks. With the advent of AAS and spurred by coming
introduction of 5G, antenna arrays with substantially more elements and radio chains have received
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significant industry interest and are now seen as a powerful and commercially viable tool for evolv-
ing the telecommunications environment. Such AAS are thus already playing a key role in both 4G
and 5G.

1.2.2.1 2G—Early attempts

In GSM, there was no standard support for multi-antenna technologies. Trials were made by some
network vendors, for example, Ericsson [4—6] and Nortel, and mobile network operators (MNOs)
and academia to evaluate the technology potential [7]. The Buzzword at that time was adaptive
antennas, to emphasize that the antenna gain pattern could be modified based on traffic conditions.
The installations were however physically large and expensive. The initial focus of GSM multi-
antennas was on improving capacity at 900 MHz but as the 1800 MHz band became available, the
need for multi-antenna solutions as the capacity booster was reduced. Deploying additional
1800 MHz carriers was a much more cost-efficient and practical solution compared to increasing
the number of antennas. The performance potential versus the size and cost for multi-antenna solu-
tions at that time did not provide enough incentive to drive the industry toward large-scale multi-
antenna deployments.

1.2.2.2 3G—Introduced but not widely used

In 3G, support for multi-antenna features in the standard was initially very limited. The focus for
the first release of 3G was mainly on voice and packet data at modest rates (384 kbps). In order to
increase throughput, 2 X 2 downlink multiple-input multiple-output (MIMO) was introduced in a
later release. The observed gains in field were however limited, as the vast majority of mobile
terminals already present in the 3G networks, did not have MIMO capability. The new multi-
antenna features even had an initial negative impact on those legacy terminals, and hence there was
great reluctance among the network operators to enable MIMO functionality.

Despite several efforts from terminal and network vendors, downlink MIMO functionality in 3G
did not take-off in practice. Another basic multi-antenna feature, four-way receive (RX) diversity
was shown to have excellent gains in uplink for HSUPA operation, allowing doubling of uplink
capacity and enhanced uplink coverage. But similar to the fate of downlink MIMO in 3G, that fea-
ture also had limited uptake mainly due to the need for costly site visits to upgrade from older 2
RX antennas to new antennas that could support four-way RX.

In contrast, the multicarrier feature that was first introduced in the 3G standard just after MIMO
was introduced became successful as it supported increase of peak rates, improved spectral effi-
ciency, and gave capacity gains. Multicarrier had the advantage that it gave gains with new term-
inals but also worked seamlessly in networks with large populations of legacy terminals as there
were no backward compatibility issues and it was relatively easy to deploy.

A lesson learned from 3G was thus that MIMO functionality needs to be supported from the
first release in the next generation, to avoid the issues with legacy terminals in the network.

In China, a TDD-based 3G system, time division synchronous code division multiple access
(TD-SCDMA), was introduced that included beamforming functionality from start. TD-SCDMA
was included in the 3GPP standard as one of the 3G solutions. It was commercially used in China,
but, largely because of the late introduction, the spread outside China was limited.
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1.2.2.3 4G—Intrinsic, initially limited but gradually evolving

Already the first release of LTE supported basic MIMO techniques; for example, downlink spatial multi-
plexing with up to four layers to the mobile terminal as well as support for multi-user MIMO (MU-
MIMO), see Section 8.2 for an in-depth survey of LTE history and evolution. The spatial domain was
further explored in the following LTE releases with more advanced features being added to the standard.
For TDD, reciprocity-based AAS solutions were possible already from start since reference signals in
the uplink were defined, however, the main purpose of those were not reciprocity based operation.

The first step toward AAS support in standardization came in LTE release 10, as spatial multi-
plexing of up to eight layers was introduced. The feature was never completed, since the associated
radio requirements were not introduced. However, this was the beginning of an expansion of sup-
port for MIMO-related functionality over time by the introduction of new enhanced MIMO func-
tionality in every coming 3GPP release.

During Release 11, the industry realized that advanced, integrated base stations with large num-
bers of phase and amplitude adjustable antennas were on the horizon and that the existing framework
for radio performance requirements and evaluations, which was based on the classic single antenna
base station architecture, was insufficient. Therefore, 3GPP began studying solutions for AAS radio
requirement specification. This led to a process over several years during which the over-the-air
(OTA) AAS radio specification was developed. Simultaneously, a new channel model suitable for
AAS was developed and features were specified for AAS to enhance MU-MIMO and terminal mea-
surements for base stations with up 32 antennas. Another addition was the introduction of feedback-
based two-dimensional beam steering (horizontal and vertical), also a feature enabled by AAS.

1.2.2.4 5G—Intrinsic and advanced

Just as LTE supported MIMO from the first release to alleviate legacy terminal issues, advanced
beamforming functionality, and support for AAS base stations have been included as an integral part
of the first 5G release, see Chapter 9, on 5G NR specifications. Support for reciprocity-based opera-
tion for TDD and UE measurements of up to 32 base station antennas was introduced. The need for
solutions for bands above 3 GHz calls for massive MIMO AAS implementations, and especially at
millimeter-wave (mm-wave) frequency bands there is a need for massive MIMO AAS implementa-
tions and advanced management of beamforming to provide sufficient link budget for operation.

WHY ADVANCED ANTENNA SYSTEMS NOW?

AAS is a solution that requires a large amount of integrated electronics to achieve the best perfor-
mance. The initial multi-antenna solutions were physically large and costly compared to conventional
solutions. Also, the scenarios for maximizing the benefits of multi-antennas were not fully under-
stood. The early attempts, during the mid-1990s, of introducing multi-antenna solutions in GSM net-
works were therefore discontinued due to the relatively high cost versus performance achieved.'

"In Japan, however, some success was reached. For the personal handy system (PHS), circular arrays were used to pro-
vide service on a larger scale. This was however a relatively isolated success that did not spread widely in the mobile
community.
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Recently, however, multi-antenna solutions have become an increasingly attractive solution.
There are several reasons for that.

First, most of the newly available spectrum, especially spectrum with high bandwidths, tends to
be at higher frequencies where propagation conditions are more challenging. Increased antenna
area is needed to compensate the propagation losses, but increased antenna area leads to narrower
beam widths that cannot cover the full area of cells. Therefore, AAS solutions supporting dynami-
cally steerable beams are needed to provide coverage in the whole cell. AAS thus unlocks the
potential of new spectrum allocations.

Second, the traffic in the networks has increased rapidly ever since the mobile networks were
launched and is expected to continue to grow for many years to come, see further discussion in
Section 2.2.1. This is mainly due to increasing requirements on higher performance from end-users
who gradually adopt more advanced applications, but also due to an increasing number of subscri-
bers. Therefore, the requirements on the networks to support higher capacity have increased
continuously.

There are strong incentives for the mobile network operators to reuse existing sites when
upgrading the technology. Radio base station sites are often costly and difficult to acquire, particu-
larly in urban areas where the capacity needs are the greatest. In addition to this, many operational
costs are also associated with each site. Therefore, many mobile network operators try to exploit
the existing sites as much as possible before trying to add new sites. AAS enables increasing cover-
age, capacity, and end-user performance, and is therefore an attractive solution for network
improvements using existing sites.

Third, the cost of hardware is gradually going down. The accumulated effects of Moore’s law
[8], that is, that the number of transistors per area unit doubles roughly every 18 months, have over
time reduced hardware costs to a level that the price/performance ratio has now made AAS deploy-
ments commercially attractive.

Fourth, as hardware components have become smaller, it is now also possible to integrate the
antenna array, the radio equipment, and parts of the baseband tightly, hence increasing performance
and reducing form factors.

At the present time, commercial AAS solutions are reaching the marketplace. AAS base stations
with typically 16—64 transceivers have emerged for the 3—6 GHz range, while for mm-wave, 128
transceivers or more is the norm. As with any new technology, an evolution toward reduced cost
and weight, and improved performance is expected as AAS base stations become mature and
mainstream.

The operation and deployment of AAS are different to that of previous generations of
base stations. An understanding of the most optimal deployment scenarios is still in its early
stages. Furthermore, the industry has not yet developed a complete means to evaluate and
compare the performance of different types of AAS solutions due to the complexity and
interaction of factors such as the spatial distribution of signal power and interference, traffic
patterns, user behavior, inter-cell interactions, etc. Also, some types of AAS base stations
benefit from a different approach to site planning and installation, challenging the established
principles for network rollout. It is to be expected that the coming years will witness a
learning curve as the industry increases its understanding of the potential and efficient usage
of the technology.
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ACADEMIC WORK

Academic research has contributed significantly to the development of multi-antenna technologies.
Some milestones in the academic work related to array antennas for wireless communications are
briefly described here.

There is a long and gradually evolving research on antenna array processing for wireless com-
munication dating back to at least the 1970s. For example, a paper [9] with the title “Adaptive
Arrays” describes a system with multiple antennas and antenna weights updated in real-time as
early as 1976. Concepts exploiting adaptive arrays were then further developed during the 1980s
[10,11]. The research interest increased substantially in the decade to follow when focus was both
on parametric methods for estimation of physical parameters (such as direction of arrival) [12] and
space-time processing for more abstract channel properties [13], combined with a popularization of
the use of convenient and powerful linear algebra to analyze the systems.

From the middle of the 1990s, theories for spatial multiplexing of several data streams to the
same user using so-called MIMO systems started to receive much interest [14—16]. Spatial multi-
plexing had been a well-known concept for a long time even before that, but then the focus was on
multiplexing multiple substantially differently located users, and it could easily be understood how
it worked based on pure geometrical considerations using classical narrow beam shapes. Single-
user MIMO seemed in contrast much more mysterious, almost defying intuition as all the multi-
plexed data streams where directed to the same geographical location. In hindsight, however, the
concept of multiplexing multiple independent data streams on a channel with cross-talk and letting
a receiver separate these signals via filtering was a technique described as early as 1970 [17].

In the early years of the new century, the main parts of the most popular techniques still used
today had all been described and thoroughly analyzed in research. The focus was however on
antenna arrays with a modest number of elements, not much beyond ten. It was considered unrealis-
tic from a practical point of view to go further even though it was well known that the algorithms
as such were completely general and could handle any number of elements and that gains would
generally increase with more elements. The fear of assuming unrealistic parameter settings by
going for a massive number of elements in the analysis was finally swept away once the massive
MIMO research era started around 2010 [18], where the most basic assumption was a very large
number of dynamically adaptable antenna elements [19]. This in turn, combined with a general
trend of integrated antenna solutions, eventually also pushed the industry to look at techniques to
make it more practically feasible to substantially increase the number of elements in real deploy-
ments and thus we stand today with multi-antenna systems with a large number of
adaptable antennas as a fundamental component of 5G.

Massive MIMO relates to features employing a large number (i.e. massive) of phase and/or
amplitude controllable antennas and massive MIMO is often associated with AAS. In academic
work, the focus of massive MIMO has been slightly different from what is common in the mobile
communication industry. When discussing massive MIMO, the academic literature commonly
assumes an extremely large number of transmit and/or receive antennas, often together with the
concept of “dirty RF,” see [20], which assumes that the radio requirements can be relaxed. Within
the context of this book, systems with more than eight dynamically adaptable antennas (or transcei-
vers) are considered massive MIMO, including possibility to use frequency domain MIMO
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algorithms applied per OFDM subcarrier (without the "dirty RF" association), since this number of
adaptable antennas is a considerably larger number than has been common in deployed base sta-
tions until recent times. Another difference is that the academic literature primarily has considered
reciprocity-based beamforming and TDD in the context of massive MIMO, whereas the industry
also considers feedback-based beamforming and FDD-based systems since this use of massive
MIMO has great commercial interest.

In academic studies, some underlying assumptions are often too simplified to be applicable for
commercial mobile networks. Hence, this simplification may lead to discrepancies between results
in those studies and the results or performance from real mobile communication networks.
Examples on assumptions that may be different relate to radio channel models and traffic models.
Effects of such discrepancies will be occasionally discussed in this book, for example, in
Section 6.7. It should thereby be emphasized that it is important to combine knowledge from all
relevant fields in industry and academia to get a deeper understanding of AAS performance in real
networks. Hopefully, this book can provide such background knowledge and insights to benefit
both our industry and the academia.
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CHAPTER

NETWORK DEPLOYMENT AND
EVOLUTION

The goal of this chapter is to outline basic network design principles and key radio network evolu-
tion steps. The intention is to provide a background on how the networks are built, the principles
for how they are evolved, and the methods used to achieve that. Traditional methods to increase
network performance are discussed to provide some context for how advanced antenna systems
(AAS) can be used and where AAS will be an effective solution.

CELLULAR NETWORKS
CELLULAR NETWORK BASICS

A cellular network is designed around the need to serve multiple users over a large geographical
area. A cellular network consists of multiple fixed network sites, where users connect and commu-
nicate with the sites that provide the best radio signal. There is a limited amount of frequencies in
the network for conveying information and these frequencies need to be reused between sites to get
enough capacity. The reuse of frequencies means that neighboring sites often interfere with each
other, but if the interference is managed properly then users can connect. The users are then divided
over a number of sites and can be efficiently served. In Ref. [1], it was shown that interference is
minimized by deploying sites on a hexagonal grid using omnidirectional antennas or three sectors
with 120-degree antennas (see Fig. 2.1).

The area covered by an antenna is traditionally referred to as a cell (the concept of a cell has
then evolved, see, for example, Sections 6.2.1 and 6.6.1). Further, a radio base station is associated
to a site. The base station may serve multiple cells or sectors in case the site has multiple sectors,

Three-sector sites Omnidirectional sites
(l|||l)

FIGURE 2.1

Base station radio sites (‘") on a hexagonal grid. Three-sector site configurations are shown to the left, while
omni configurations are to the right.
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while a site with omnidirectional antenna includes only one cell. The terms node B, evolved node
B (eNB) (for 4G), and generalized node B (gNB) (for 5G) are also commonly used to refer to a
base station, although in principle these terms refer to logical entities and not physical ones. User
phones, tablets, etc., are generically referred to as user equipment (UE).

2.1.1.1 Radio communication procedures

In order to communicate, UEs establish a radio connection with a base station. The base station
sends and receives data from the UE and forwards the data to a core network. The core network
routes data to/from the nearest base station to a recipient, which in turn maintains a radio link in
order to create a complete end-to-end connection. The link between the base station and the core
network is termed backhaul (see Fig. 2.2). A description of how the underlying network connecting
individual base stations is built up is not within the scope of this book, which is focused on AAS
base stations. Further details on AAS architecture can be found in Chapter 12.

It is impractical to continuously maintain a radio link between each of the UEs and the base sta-
tion since this would both use up radio capacity and drain the UE battery. Instead, the base station
only sets up a connection to the UE when a call or data transmission is ongoing. When the base sta-
tion has an ongoing connection to the UE, then the UE is said to be in connected mode.

When the UE is not in connected mode, it does not continuously transmit or receive information
from the base station. A means is needed for the network to reach the UE and vice versa. The net-
work reaches the UE via a procedure known as paging. A UE that is not connected periodically
activates its receiver. During these occasions, UE is able to receive signaling from the network,
known as paging signaling that indicates to the UE that there is an incoming session and that it
should establish a radio connection with the base station. Connections to the network can also be
initiated from the UE side, for example, when a user makes a call. In either case, the UE is able to
initiate a radio connection to the base station by using a signaling procedure known as random
access.

When first switched on, UEs need to be able to detect the presence of a network and establish
contact with it. To facilitate detection of a network, each base station transmits a set of signals
across the whole area that the base station covers. The first of these signals is a synchronization sig-
nal that uses one out of a set of known sequences (e.g., in Long-term evolution (LTE) there are
504 unique sequences in the set). When a UE is switched on, it can use a correlation process to
search for synchronization signals across potential frequencies where it expects to detect a network.
When the UE detects a positive correlation with a known correlation sequence, it has detected the
presence and frequency of a network and can take further steps to connect to the network. The

Core Base station UE

Backhaul «llin Air interface B

FIGURE 2.2

The UE communicates to another recipient through the core network via the base station over the air interface
and backhaul links.
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synchronization sequence is generally base station specific. In addition to the synchronization
sequence, each base station transmits encoded information containing additional parameters needed
to synchronize to the network in a so-called broadcast channel. Once a UE has detected the syn-
chronization sequence, the UE reads the contents of the broadcast channel. This provides sufficient
information for the UE to complete synchronization to the base station and transmit to the base sta-
tion using the random access channel to inform the base station of its presence. An overview of the
process is found in Fig. 2.3.

A key aspect of the operation of a mobile network is that users can seamlessly continue calls
whilst on the move. This means that the UE maintains a connection when it moves out of the cov-
erage area of one base station and into the coverage area of another. The process of transferring the
connection from one base station to another is known as handover. To facilitate handover, UEs that
have connections make measurements of the relative strength of the reference signals from different
base stations and report them to the network. Based on the reports, the network may decide to
transfer the connection from one base station to another.

Also, when UEs do not have active connections, it is important for the network to keep track of
the cells within which UEs are present in order that calls can be transferred to the right place. To
facilitate updating of the UE position, UEs also make measurements of base stations synchroniza-
tion signal strength and update the network as they move between base stations. The measurements
are highly optimized in order to minimize the need for activation of the UE receiver and help to
prolong battery life.

2.1.1.2 Scheduling

Scheduling is another key functionality of a base station to enable user multiplexing. All connected
UE served by a cell share a common pool of resources. In an orthogonal frequency division multi-
plexing (OFDM)—based system, this resource can be represented by a time—frequency grid where
time is divided into OFDM symbols and frequency is divided into subcarriers. See also Chapter 5.
Scheduling is the operation performed by the network to decide which resources are allocated to a
UE for either downlink reception of data or uplink transmission of data. A control channel is trans-
mitted to the UE to indicate the allocated resources for a data transmission/reception. See an exam-
ple in Fig. 2.4 where two users are frequency multiplexed in an OFDM-based system as LTE,

eNB UE

AD) Synchronization

Broadcast E]

Paging or random access

Data transmission

Data transmission

FIGURE 2.3

The process of how a UE synchronizes to eNB after it is, for example, turned on and a communication session is
initiated from the eNB or UE.
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Time
i e s s s s s |
D Control channels containing the scheduling
information to user A and B
>
2
g Data channel to user A
3
w Data channel to user B
FIGURE 2.4

Scheduling of resources in a time—frequency grid of an OFDM system, to two different users.

where they first receive their control channels in a common region and then receive the data chan-
nel in their respective data regions.

The scheduler complexity has increased over the years of cellular communication. In global sys-
tem for mobile communications (GSM), users are time-multiplexed and have periodically occurring
resources, which implies a very simple scheduling task. In code division multiple access
(CDMA)—based networks of 3G, both a time allocation and a spreading code are assigned to the
UE by a scheduler. In OFDM-based 4G and 5G systems, a resource is instead a time and frequency
resource as mentioned above. In addition, the spatial domain, facilitating multiple MIMO (multiple-
input multiple-output) layers, constitutes an important third dimension of the shared pool of
resources. The fine granularity of the addressable resources in OFDM allows for the introduction of
opportunistic scheduling in frequency, where the scheduler also considers knowledge of the channel.
For example, the scheduler can choose to transmit data to a certain UE only in those selected fre-
quency subbands where the channel provides a high signal-to-noise ratio at the UE. This is known
as frequency selective scheduling and is supported in LTE and new radio (NR). By the same princi-
ple, the scheduler can decide to transmit data selectively in the spatial domain, using the beam pro-
vided by a multi-antenna array.
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Moreover, as channel quality information becomes available (how this is achieved in practice,
please refer to Section 6.4), scheduling also performs a dynamic adjustment of the targeted spectral
efficiency of the transmission over the wireless link, known as link adaptation. Hence, the sched-
uler decides on a code rate for the channel encoder, the modulation constellation to use [e.g., quad-
rature phase shift keying (QPSK), 16-quadrature amplitude modulation (QAM), etc.], and in the
MIMO case, the MIMO precoders and the number of MIMO layers.

Hence, the trend over the years has moved toward a scheduler that considers very recent and
accurate time—frequency—spatial channel information for each UE, plus takes into account the
amount of data in buffers (and its latency tolerance), waiting to be transmitted to/from each UE. As
the channel, interference, and traffic are constantly varying, the scheduler must make scheduling
decisions on a short time scale on which UE to prioritize based on many different factors. Hence,
the scheduler is the “brain” of the base station, which solves a multidimensional resource assign-
ment problem, see Fig. 2.5.

There is a need to transmit signals that can be reached by terminals in the entire cell as well as
an opportunity to optimize communications to individual links. This will motivate both the need
for UE—specific beamforming as well as cell-specific beamforming, see Sections 6.1 and 6.2.

NETWORK HISTORY

Analog mobile systems were introduced in the early 1980s using the 450—900 MHz bands.
Examples include Advanced Mobile Phone Service (AMPS), Total Access Communication System
(TACS), and Nordic Mobile Telephone (NMT). These systems are often referred to as the first-
generation mobile systems, that is, 1G. The systems were built with the purpose to provide voice

Time—frequency—space Traffic buffer of served
channel information of users

served users
QoS requirements of
served users

Resource

availability in time—
frequency grid :>

Resource aIIocatlon/deallocatlon and link
adaptation (code rate, modulation, MIMO
precoder)

FIGURE 2.5

The scheduler is the “brain” of the base station, taking inputs from various sources and decides on a millisecond

basis which users get data and what rates and resources they are allocated.
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services. The main design criterion was to provide ubiquitous coverage over wide areas. Radio
equipment and site construction were expensive, so the radio networks were designed to maximize
coverage with a minimum number of radio sites using the hexagonal pattern (see Section 2.1.1.1).

The baseline network deployment choice was typically to use hexagonal three-sector sites. In
practice, it is difficult to maintain hexagonal grids. The desired and optimal site locations cannot
always be secured due to commercial reasons or deployment restrictions. For example, varying
building heights make sectors in certain directions less useful. As traffic demand increased, the
mobile network operators added new sites, that is, made denser deployments where the subscriber
density was higher.

2.1.2.1 Introduction of 2G

In the beginning of the 1990s, 2G digital mobile systems such as GSM, time division multiple
access (TDMA), and personal digital cellular (PDC) were introduced in bands around 900 MHz.
They were all designed for circuit-switched voice, short messages, and low-rate data services (ini-
tially circuit-switched, later packet-switched). These networks were built on the same site grid as
the analog systems where such existed. In many countries, GSM was the first system deployed.
Either way, the networks were mainly built to provide ubiquitous coverage for voice services in the
same way as the analog networks. GSM was quickly adopted globally, which led to an increase in
volumes of network equipment and UEs. In developing countries, there was also a rapid subscriber
uptake, although somewhat later in time.

To meet the increasing demand, new frequency bands were also made available. For example,
for GSM, 1.8 GHz was added outside the Americas. Other 2G technologies followed a similar path
of adding new frequency bands as a step in the capacity evolution. Coverage was still the most
important network design criteria, but capacity became increasingly important.

Multi-antenna for uplink receiver diversity was commonly applied in 2G. Multi-antenna for
downlink was used in some rare cases (e.g., antenna hopping and transmitter diversity).

2.1.2.2 Introduction of 3G and high-speed packet access

When developing 3G, the use of higher-rate mobile data was envisioned. 3G did not trigger any
great change in mobile phone usage initially. A few years after the initial 3G deployments, HSPA
was introduced as a method for packet data access as well as providing an order of magnitude high-
er data rates, which was a system enabler for technology change. HSPA together with the introduc-
tion of smartphones in 2007 had a strong catalytic effect on the consumer market and a whole new
ecosystem started to grow. As a result, the mobile Internet era with ever-increasing data usage took
off.

The traffic characteristics changed rapidly from being voice centric to being packet data centric.
Apart from Internet access and web browsing, many new applications for social networking, gam-
ing, video, and music were introduced with the new smartphones. The new applications generated
much more traffic than the early voice and low data rate services. Smartphones were also used as
the main Internet access tool in many countries with underdeveloped fixed broadband infrastruc-
ture. The result was a rapid shift to smartphones and increased traffic demand relative to GSM and
the initial 3G introduction.

3G was generally introduced in frequency bands around 2 GHz. As a result, a denser site grid
was required to provide coverage relative to the low-band 2G technologies (<1 GHz). Due to the
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many sites deployed, a good network capacity baseline was achieved from start and it was easily
improved by adding more 3G carriers when the traffic demand from smartphones increased. Low-
band (e.g., 850—900 MHz) 3G variants were later introduced as a means to primarily enhance cov-
erage (especially deep indoor).

Multi-antenna for receiver diversity at base station was commonly applied in 3G.

2.1.2.3 Introduction of 4G

The work on a new wireless access technology, 4G, started after HSPA with targets such as sim-
plicity, higher speeds, and enhanced capacity. As opposed to 2G and 3G, 4G was designed to use
larger bandwidths and operate in many frequency bands and included multi-antenna technologies
already from the start. This facilitated large bandwidths that lead to increased capacity and higher
speed compared to 3G. 4G was initially designed to be used both in existing 2G and 3G bands and
in new frequency bands, both low bands below 1 GHz (e.g., 700—800 MHz) and frequency bands
around 2 GHz (e.g., 2.6 GHz). In America, LTE was successfully introduced at 700 MHz, which
made a perfect coverage fit to the GSM/CDMA in 850 MHz on existing sites. In many countries
outside the United States, LTE was deployed in 1800 MHz to a large extent, with better coverage
than 3G at 2.1 GHz.

The introduction of 4G accelerated the use of smartphones, which leads to further need for
capacity. In the early era of LTE, 2G and 3G were used as a voice complement as the voice capa-
bilities in LTE (voice over LTE) were deployed later compared to its data operation.

LTE is often being migrated into the low-frequency bands intended for 2G and 3G such as 850
and 900 MHz in order to improve LTE coverage, especially in markets lacking a new coverage
band intended for LTE. The need for increased LTE capacity as well as the need for increasing
bandwidth to provide higher user throughput by means of carrier aggregation is another driver for
migrating LTE into existing 2G and 3G bands around 2 GHz, in particular when the population of
UEs with only 2G and 3G support was becoming small enough.

In most cases, LTE inherited its site deployment baseline from 2G and 3G operations. So-called
green field operators with only 4G are very few. Lately 4G has experienced a shift toward higher
frequency bands and larger bandwidths, but apart from that, deployments remain basically the
same.

Multi-antenna for uplink receiver diversity and downlink MIMO were commonly applied in 4G

2.1.2.4 Introduction of 5G

In 2019, 5G was launched in several markets around the world. In Europe and Asia, 5G deploy-
ments based on 3.5 GHz are available, for example, in United Kingdom, Germany, Switzerland,
and South Korea. In the United States, there are 5G currently (2019) networks based on both mm-wave
and 2.5 GHz bands.

SPECTRUM

Spectrum is the key asset used in wireless communication for electromagnetic transmission over
the air. Each transmission occupies a channel bandwidth that depends on the data rate and the car-
rier modulation method used. The channel bandwidth has a center frequency referred to as carrier
frequency.
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The spectrum in a country is shared among all users of the spectrum, for example, land mobile
radio, satellite communication, radio, TV, mobile communication, Wi-Fi, military use, etc.
Spectrum is in most countries treated as a national asset that is managed by authorities on a
national level. Over time, the need for spectrum has increased and, in most countries, spectrum is a
scarce resource and the national authorities often charge substantial amounts of money to issue
licenses for commercial services. Therefore, spectrum is one key asset for network operators.

Mobile communication makes use of spectrum of different bandwidths in various frequency
ranges for different mobile technologies. In the beginning, the bandwidths were limited as the usage
at the time was limited. As the load and the user experience expectations in the networks have
increased, the need for more spectrum has dramatically increased and there is a continuous search
for new available spectrum.

2.1.3.1 Global alignment

Since the spectrum allocation and management are handled on a national level, there are differ-
ences in how different countries have allocated spectrum. It was however observed early that there
are great benefits for the mobile communication industry from the harmonizing of spectrum
between different countries to enable international roaming and better economy of scale. Therefore,
processes for aligning spectrum for mobile use globally have been established. The World
Radiocommunication Conference (WRC), which is a forum arranged by the International
Telecommunications Union (ITU), is held every 4 years and has, as one of its main purposes, to
align spectrum to be allocated for new generations of mobile systems. There are also other initia-
tives to support spectrum alignment, whereof some are on regional level.

2.1.3.2 Characteristics

In lower spectrum, coverage will be easier to achieve. Therefore, lower spectrum is considered
valuable to get good coverage. For higher bands, the coverage is more challenging to provide. The
characteristics of wave propagation will be discussed in detail in Chapter 3.

The reason to move toward higher frequency bands is that there is a limited availability of spec-
trum in the lower band range, especially as each band is typically shared by several users or opera-
tors. Hence it is important for the operators to acquire large amounts of spectrum to be able to
provide good services to many subscribers at the same time. In the higher spectrum range, the spec-
trum in many countries is not fully utilized and there are larger chunks of spectrum available.

For convenience the range of spectrum has been categorized as low, mid, and high band. The
definitions of these ranges are not precise and have changed over time as the target spectrum for
mobile communication has changed. In this book, the following definitions are used (see also
Fig. 2.6):

* Low band: <1 GHz
* Mid-band: 1-7.125 GHz
* High band: >24 GHz

2.1.3.3 Spectrum evolution from 1G to 5G

For the early mobile system deployments in 1G, the most important aspect was to provide cover-
age. Therefore some narrow bands at 450 MHz [e.g., 3 MHz frequency division duplex (FDD) per
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Ilustration of frequency band definitions. FR1 and FR2 are used in 3GPP. Some example bands such as 1.8 and
2.6 are also included.

operator in Sweden] and later 900 MHz were allocated. That was sufficient at the time, since the
number of subscriptions was limited.

For GSM, the 900 MHz band was initially used in most countries. Later, when more capacity
was needed, the 1.8 GHz band was also allocated.

In order to get a global standard for 3G, the organization 3rd Generation Partnership Project
(3GPP) was formed, which among other things specified the spectrum to be used. The main 3G
spectrum was to become Band 1, that is, 2.1 GHz (Downlink) and 1.9 GHz (uplink). 3GPP has
since then specified all frequency bands, also for other technologies.

For LTE (4G), the main new bands were allocated around 2.6 GHz both for time division
duplex (TDD) and FDD, but also bands around 700—800 MHz were used. With the introduction of
LTE, a more rapid re-farming process of GSM spectrum also occurred. For example, Band 3
(around 1.8 GHz) was re-farmed for LTE in many countries.

When starting the spectrum planning for 5G, the goal was to find new large chunks of spectrum
to support the evolution of mobile broadband (MBB) and introduction of other new services, for
example, see Section 2.1.6.2. The mid-band spectrum range offers bandwidths in the order of
100 MHz, while the mm-wave range provides bandwidths of hundreds of MHz.

In 3GPP rel. 16, spectrum is divided into two frequency ranges (see Fig. 2.6):

* Frequency range 1 (FR1): Existing and new bands in 0.41—7.125 GHz
* Frequency range 2 (FR2): New bands from 24.25 to 52.6 GHz

FR2 is usually referred to as “high band” or “mm-wave” as the wavelength is in a range from
about 5—12 mm. In this range, more directional antennas are required to maintain coverage, see
Chapters 3, and 7. This requires substantially different solutions, both with respect to functionality
and implementation. The suitable use cases are also very different.

As older network generations, 1G, 2G, and 3G, become less popular, the corresponding spec-
trum is gradually re-farmed for use by later generations, 4G and 5G, which are soon to become the
main technologies in most bands. Some spectrum is however usually kept for the remaining users
of the older technologies.
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CURRENT NETWORK DESIGN

The current radio network deployments are largely built on the earlier radio network designs, that
is, 2G and 3G. In some countries, 3G frequency band licenses came with regulatory requirements
on coverage, which resulted in many new sites compared to 2G and thereby a high site density. In
other markets (such as United States), the site design originates back to a voice-only deployment at
850—900 MHz in many cases. Both 3G and 4G were designed to operate under these circumstances
but the result is a lower site density and a lower area capacity baseline.

The basis of most networks today is three-sector macro site deployments on rooftops in urban
areas. Mast and tower deployments are typical in residential suburban and rural areas. The site den-
sity follows the traffic demands and hence in very crude terms the subscriber density during the
busy hour. The site density is the highest in urban areas and typically decreases in suburban and
rural areas. Urban and suburban/rural scenarios typically have different radio propagation chal-
lenges. The urban environment is characterized by relatively low antennas, many large propagation
obstacles, and large, highly attenuating buildings, while the suburban and rural environments have
taller antenna installations, fewer propagation obstacles, and buildings with small footprint and wall
types that are easier to penetrate, see Sections 3.5 and 14.2.

Due to several factors, the networks have evolved in a less than systematic way, and today there
is often only an approximate resemblance to hexagonal site grids. There are many practical limita-
tions, for example, availability of locations for new sites, possibility to build three-sector sites,
topography, and uneven area capacity needs that make the site plan to deviate from the ideal hexag-
onal appearance. Requirements on limited visual impact of large antenna installation also affect the
site deployments especially in urban areas.

As a complement to the basic macro site grid, small cells and dedicated indoor deployments
provide additional coverage and capacity where needed, see the following sections.

2.1.4.1 Small cells

The capacity demand in most dense urban areas is generally very high due to high concentration of
users in geographically limited areas such as central business districts with high-rise buildings or
busy areas that attract a lot of people, such as areas with shopping, restaurants, and nightlife. In
such areas the site-to-site distance often goes below 200 m. Adding more macro sites can be prob-
lematic in these areas from the perspective of finding feasible sites. Instead, a proposed solution is
to deploy small cells on street level or near street level to add coverage and capacity. The small
cell is typically a small form factor base station that often uses lower power intended to cover a
limited area compared to a traditional macro base station. A small cell can be very effective in off-
loading a macro site if it is placed in the correct location. However, this can be difficult to achieve
in practice since the location of subscribers is generally unknown on a detailed level.

2.1.4.2 Indoor systems

In-building deployments play an important role in providing good indoor performance in many
parts of the world today. Large footprint buildings with high building entry losses that are difficult
to cover from outdoor macro sites is an example of a coverage-driven deployment suitable for in-
building solution. Crowded public venues such as a train station or a stadium are capacity-driven
examples of where indoor deployments fit well. Distributed Antenna Systems (DASs) are currently
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the most common solution used for indoor deployments. DASs also facilitate multioperator use. In
case of passive DAS, the radio equipment is located far away from the antennas, so the cable losses
can be significant. In recent years, moving the radio equipment to the antenna location has become
more popular, since this almost eliminates cable losses.

Other examples of areas targeted by indoor solutions are underground/subways and road tun-
nels. Leaky cables and repeaters are solutions that are commonly used in these scenarios. These
solutions are similar to passive DAS.

Today, very high capacity demand in limited areas is often present in, for example, stadiums, at
music festivals and train stations with high subscriber density. 5G based on mm-wave bands may
be a good fit for such venues as the expected operator allocations in this band (up to 1000 MHz)
can provide a future proof capacity solution (see Section 7.2).

CURRENT USE OF MOBILE BROADBAND

Since the early 2000s, the cellular traffic has shifted from predominantly voice to being predomi-
nantly packet data and smartphone based, often referred to as mobile broadband (MBB). It consists
of many different application types such as email, web browsing, messaging, social networking,
gaming, music streaming, and video. The MBB traffic is people centric and therefore the spatial
traffic distribution typically follows the population density in, for example, suburban and urban
areas or daytime population in dense urban areas where few people actually live. Due to costs,
mobile networks are often tailored to provide population coverage as well as covering areas that
are frequently visited by people (roads) rather than ubiquitous area coverage. Moreover, people
tend to spend most of the time indoors (e.g., at work or in school and at home) [2]. This means that
the majority of traffic is generated indoors, hence the ability to provide indoor coverage is particu-
larly important for MBB deployments.

USE CASES OTHER THAN MOBILE BROADBAND

LTE (later releases) and 5G are designed for many other types of traffic than MBB, for example,
fixed wireless access (FWA), critical machinetype communication (C-MTC), and massive machine-
type communications (M-MTC). The uptake of such use cases is expected to grow over the years to
come.

Solutions for FWA will be discussed in Section 14.3.4 and it will be shown that AAS can be
very useful in FWA. C-MTC and M-MTC are currently under study and AAS can especially be
considered for C-MTC due to high performance of AAS.

2.1.6.1 Fixed wireless access

FWA is a way to provide broadband access to households through use of wireless systems (see
Fig. 2.7). FWA is a cost-efficient way of providing Internet access in areas with underdeveloped or
no fixed broadband infrastructure, especially if existing sites, radio equipment, and radio spectrum
deployed for MBB are reused also for FWA [3]. FWA can be based on 3G, 4G, and 5G depending
on the FWA needs. An FWA use case example is that FWA based on LTE can provide much high-
er speeds than DSL with poor connection speed at long distances from the exchange. The need for
high speed is important as web content is getting more data heavy. Another FWA use case is to
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FIGURE 2.7

Fixed wireless access is when a cellular system is used for providing broadband access to households in an area.
Outdoor deployed customer premises equipment (CPE) is shown in the figure.

connect households in an area totally lacking fixed infrastructure and there is no other option for
Internet connectivity. LTE-based FWA is a then a good option due to low costs relative to fixed
broadband technologies.

FWA plays an important role also in developed broadband markets where it can be a substitute,
for example, for fiber [4]. Fiber is costly to deploy in residential areas with single-family buildings.

Often fixed broadband subscriptions are offered with unlimited data, while MBB subscriptions
often use data buckets. FWA must be able to handle much higher capacity and data consumption
than regular MBB services. FWA should be dimensioned in the same way as fixed broadband,
which is different from MBB generally. An FWA connection to a household is typically shared
between several users and can be used for delivering TV/video over the top. As a result, the
requirement of demand per subscription and data rates for FWA can be much larger compared to
MBB. 5G and AAS are hence means that are particularly important for FWA.

2.1.6.2 New use cases

Mobile communications have up to, and including 4G, predominantly been serving the general pub-
lic with MBB services. The mobile network operators are in almost all countries the only holders
of licensed spectrum for mobile communication and hence the only provider of such services.

When preparing for the standardization of 5G, it was early recognized that 5G not only should
be delivering MBB services better but also should address new areas of use. Whereas MBB ser-
vices cover human needs very well, the new, identified services of potential interest were largely in
the nonhuman domain, that is, MTC. Two main categories of MTC were identified. M-MTC ser-
vices, which are supposed to serve very large numbers of nonhuman devices, for example, sensors
and meters. The characteristics of such devices are that the number of devices is potentially very
large (many devices per human), do often not require high volumes of data and are often located in
places with poor coverage. The other category, C-MTC services need to provide critical communi-
cation services with very high quality, for example, very high availability ( >99.999%), very high
reliability, very low (and stable) latency, and possibly very high bit rates. The intention is to pro-
vide services of business-critical use, for example, process control and mission-critical use, for
example, automatic guided vehicles.
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The intention is that mobile systems should be designed with the performance and stability to
provide various kinds of industries with high-quality communication systems that can serve as
generic communication systems for industries [5]. Through the design to cater for a very wide vari-
ety of requirements, 5G can be widely applied as the communication technology of preference in
society at large, covering essentially all fields that can make use of wireless communication.'

Later releases of LTE, that is, advanced LTE+ + (3GPP Rel. 14, 15, and 16), have also
addressed M-MTC and C-MTC in various ways and do support these services to the greatest extent
possible. In 5G, however, the standard has accommodated these services from start and can hence
support them to a much higher degree.

NETWORK PERFORMANCE

The reason for introducing AAS is to improve network performance, which will be further
explained in Section 2.3.4. Therefore relevant aspects of network traffic characteristics and perfor-
mance will be introduced.

NETWORK TRAFFIC

The MBB network traffic growth depends on two main factors, the number of smartphone subscrip-
tions and the average data consumption per smartphone. The latter is often expressed in monthly
data per subscriber, for example, GB per month, and is often used to classify smartphone subscrip-
tions by mobile operators. Today, the smartphone penetration is close to 100% in many mature
markets and hence the traffic growth is driven mainly from an increased monthly usage in these
markets.

The increasing data demand per smartphone is due to several reasons. The growth of the data
per smartphones is stimulated by increased use of video and that the video resolution offered by
applications is improved, which increases the data volume for a given video clip length. There is a
trend toward better and better video resolution, for example, moving from standard definition (SD)
to high definition (HD), and 4K ultrahigh definition (UHD), that also increases the data volumes.
For example, Netflix states that SD video consumes 0.7 GB/hour, while HD and UHD video is in
the range of 3—7 GB/hour for their movie offerings [6]. Another reason for increased data demand
is that the data size of web pages is getting larger due to more page details with more pictures as
well as embedded with videos and ads [7]. An implication from these effects is that also the speed
or data rate to deliver the data must be increased in order to have the same waiting time. There are
generally expectations by the consumers that the networks should provide higher speed and shorter
delay in addition to higher capacity.

The global yearly traffic growth has been in the range of 50%—80% in the last 5 years accord-
ing to Ericsson Mobility Report [4] (see Fig. 2.8). This means that network deployments should

'To be noted, some fixed communication technologies, for example, optical fiber communication, still have higher capa-
bilities w.r.t. bit rates, latency, and quality, and therefore there will always be a room use of these where the require-
ments are truly extreme. The main application for these technologies will however be in the backhaul network rather
than communication to the end user devices.
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Measured global data and voice traffic per quarter and year-on-year growth from 2013 to 2019. The voice traffic
is insignificant relative to data.

Data from Ericsson Mobility Report.

typically be prepared to meet this level of traffic growth. Note also from the figure that the circuit-
switched voice traffic is very small relative to the smartphone data traffic (including VolIP).

The data traffic per smartphone differs also depending on the region in the world. Ericsson
Mobility Report [4] makes future projections on this (see Fig. 2.9). It can be seen that the traffic
per device is highest in mature markets such as North America (e.g., United States) followed by
Western Europe (e.g., United Kingdom).

2.2.2 TRAFFIC PATTERNS

MBB is the traffic that dominates in mobile networks today. It typically originates from many dif-
ferent application types such as email, web browsing, messaging, social networking, gaming, music
streaming, and video.

In detail, most MBB traffic types are often very bursty and consist of many small data packets.
For a user there are typically many short packages in a burst (e.g., protocol messages and user
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Monthly data traffic volume (GB per month) per smartphone and region, 2018—24 prediction.
Data from Ericsson Mobility Report.

data) followed by a longer period of silence (see Fig. 2.10). The result is typically a large number
of users connected to a cell but the number of actively transmitting users is small in most cases.

In Ref. [8] it was reported that most data come in burst sizes of 250 bytes or smaller when mea-
sured on a network level. This is also supported from, for example, Ref. [9], showing packet sizes
of 100—400 bytes mostly in the downlink with longer packet interarrival times for background,
messaging, and gaming applications. Interactive services such as web browsing and video include
more data [8,9], for example, downlink packet sizes of 1500 bytes are not uncommon, which is the
maximum Ethernet transmission unit size with shorter packet interarrival times. As a result, video
can be expected to have a less bursty behavior than other typical MBB applications. Traffic ses-
sions can take several forms and it is difficult to predict the required data volume (capacity) from
the number of connected users and vice versa. There are many dependencies affecting the relation,
for example, object sizes, session timers, and traffic profiles. Nevertheless, by classifying sessions
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Download data transmission from a base station to a UE where the typical MBB user traffic behavior is
characterized by that some data packets are generated followed by a period of silence.

into three groups referred to as system information (<100 kB), web browsing (100 kB to 10 MB),
and video (>10 MB), MBB network measurements typically depict a pattern according to
Fig. 2.11. Most of the sessions consist of small packets but their contribution to the total data vol-
ume is small. Most of the data volume is consumed by very few but large sessions.

Measurements have shown that typically 80%—90% of MBB traffic goes in the downlink in
many networks today. This can be explained by that video and web browsing are typically data
heavy and downlink centric. Due to this, it is common that TDD deployments employ downlink
heavy slot formats. However, good uplink performance is still important in order to support the
downlink data delivery. For example, downlink packets must be acknowledged via the uplink. This
is especially important for the transmission control protocol.
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Example of relations between number of sessions and traffic volume.

2.2.3 PERFORMANCE METRICS

Mobile network performance is often expressed in terms of coverage, capacity, and UE (or user)
throughput. These concepts are defined and discussed in Sections 2.2.3.1—2.2.3.3, followed by an
illustration in Section 2.2.3.4.

2.2.3.1 Coverage

A UE is said to have coverage if it can maintain a connection with the network. This means that
both control information and UE data can be reliably exchanged between the network and the UE.

Mobile networks are often designed so that the control channel coverage is not limiting the cov-
erage and therefore network studies focus mostly on data channel coverage. Coverage is a key per-
formance metric when dimensioning a network as it relates to the number of required sites and
therefore also directly affects the total network roll-out cost. Coverage matters for all UEs from
day one when deploying a new network, while network capacity can grow gradually as the network
load increases.

Different metrics reflecting coverage can be envisioned, but they all try to quantify how reliably
UE data and control information can be transmitted.

A common measure of coverage is to look at the achievable UE throughput for the worst UEs
in the network, the so-called cell-edge UEs. The definition of cell-edge depends on how good cov-
erage the operator wants to dimension the network for, but a typical definition is the 5:th percentile
worst UEs in the network. Combining multiple bands may be used for providing coverage in a
network.

Another related coverage indicator is to assess how many of the UEs in the network that satisfy
a minimum UE throughput requirement at low network load. The minimum UE throughput require-
ment depends on end-user expectations and the supported services. For example, a video service
would typically require a speed of at least 10 Mbps. This is often referred to as App coverage.



26 CHAPTER 2 NETWORK DEPLOYMENT AND EVOLUTION

2.2.3.2 Capacity

Capacity is a key metric to decide how many UEs or how much traffic the network can sustain
with maintained coverage. The capacity is often of high interest for operators as it reflects the pro-
duction cost (cost per bit).

For packet-based MBB services, capacity is often expressed as the average served traffic (bits
per second) per cell or per area unit given a certain resource utilization or UE throughput require-
ment at a specific percentile, often the cell-edge user percentile. Average served traffic per cell
(bps/cell) and average served traffic per area unit (e.g., bps/km?) are often referred to as cell capac-
ity and network area capacity, respectively. It is also common to normalize these metrics with the
network bandwidth to estimate the network’s spectral efficiency expressed as, for example, bps/
cell/Hz.

Like for the coverage discussion, the choice of UE throughput requirement where capacity is
measured depends on the desired end-user experience. The resource utilization, typically defined as
the percentage of used resource blocks averaged over time and frequency relative to the total num-
ber of resource blocks, is preferably chosen to reflect the conditions of normal network operation,
but a typical choice in performance evaluations is ~50%.

2.2.3.3 UE throughput

The UE throughput reflects the user experience and is closely related to coverage and capacity. The
throughput will differ between UEs and depends on aspects such as their respective link quality,
total cell or network traffic load, scheduling, system assumptions, etc.

It is common to assess UE throughput gains for different user percentiles, for example, the 5:th
(cell-edge), 50:th, and 95:th percentiles, at specific network loads. An alternative is to analyze the
UE throughput distribution for different levels of network load or resource utilization. Data cover-
age is then often assessed at low or normal load and data capacity at high load.

2.2.3.4 Illustration of performance metrics and their relations

The absolute performance measured by different key performance indicators is important when
evaluating different network evolution and migration paths to understand whether the network can
satisfy future needs, while relative performance gains are more useful when comparing different
AAS solutions. Relative performance evaluations tend to be more accurate and robust against vari-
ous system and modeling imperfections.

The performance metrics discussed in Sections 2.2.3.1 to 2.2.3.3 are illustrated in Fig. 2.12,
showing UE throughput as a function of served traffic for a relevant UE percentile and for two dif-
ferent network configurations. The aim is to assess the performance gains of a more capable net-
work relative to a reference network in terms of capacity and UE throughput. Capacity gains are
read from the x-axis and UE throughput gains are measured from the y-axis.

PERFORMANCE EVALUATIONS

Link budget analysis is a commonly used tool for evaluating network coverage or the maximum
cell range. It basically involves calculating all gains and losses from the transmitter to the receiver,
for example, from eNB to UE, for determining the maximum signal loss that can be translated into
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Ilustration of capacity and UE throughput gains for a more capable network relative to a baseline network. The

capacity gain is obtained by considering the cell-edge performance (5:th user percentile) and is measured from
the x-axis relative to a specific load or throughput requirement for the baseline network. UE throughput gains are
measured from the y-axis relative to the same baseline point. UE throughput gains are often given for 5:th (cell-
edge) and 50:th user percentiles.

range using a propagation model. The maximum signal loss is usually a function of the desired
data rate at cell-edge for, for example, MBB services. The link budget analysis only tells about
coverage and not about capacity or distribution of user data rates.

Simulation is another tool for evaluating performance with different radio network technologies
or features. Throughout the development of technologies for mobile networks, simulations have
been very valuable.

Simulations can be essentially made on two levels. There are link level simulations, considering
the radio link between one base station and one UE. These are used to evaluate the link perfor-
mance using very detailed models of the transmitter, receiver, and radio channel. Link performance
results are used as input to link budget analysis used for understanding coverage. In addition, there
are radio network simulations, which evaluate the performance of networks with many base stations
and many UEs taking the impact of interference and traffic load into consideration. AAS perfor-
mance evaluations in this book focus on network simulations (see Chapters 13 and 14).

2.2.4.1 Network simulations

Results from network simulations are used for performance evaluations and will be frequently
referred to throughout this book.

Network simulations can be time dynamic or time static depending on what is targeted to be
studied or important to consider for the analysis. Time dynamic simulations typically model time
explicitly and show performance over time. This is required when time aspects are an important
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part of the analysis, for example, when studying the impact from different traffic models where
traffic intensity varies over time, or when comparing scheduling approaches.

Time static simulations analyze the network under a specific load or interference situation, that
is, performance is assessed by taking a snapshot of the network under a specific interference situa-
tion. It can be used for estimating coverage or user performance in the network as a function of
traffic load or utilization of the radio resources. For this, simplifications of the traffic and schedul-
ing models are made but the advantage is often much shorter computational time. The static simu-
lations are often used to determine network capacity or spectral efficiency.

2.2.4.2 Modeling assumptions

Simulations are to a large extent based on modeling in order to reduce complexity and increase
computational speed.

Detailed modeling of the radio propagation is needed. The radio propagation is very compli-
cated but relevant radio channel properties need to be modeled. Short-term characteristics such as
fading, multipath, and other propagation-related properties need to be modeled according to the
adequate environmental conditions. Network simulations usually use a simple model of the layer 1;
often it is based on link level simulations that include multipath. For AAS, spatially related propa-
gation phenomena are very important. This will be described in Section 3.6.

Performance results will also depend on the geographical location of the users and these are
generally not known in detail. For example, MBB users are located indoors more often than out-
doors and there is a larger density of users in urban office areas during day times. A typical choice
is to assume 70%—80% indoor users in urban evaluations. This assumption can impact the AAS
performance significantly. For example, a macro scenario with many users indoor in high-rise
buildings will favor an AAS capable of vertical beamforming. Also, coverage is generally substan-
tially reduced for indoor users compared to outdoor users in macro deployments.

Characteristics of the traffic generated by a specific user needs also to be modeled. A simple
traffic model is the “full buffer” model, where the user is constantly transmitting data over the air
interface. The traffic pattern of real users is very different. For most MBB applications, the amount
of data to be transmitted is small, hence access to the data channel is only required for a fraction of
the time. Therefore the performance of more realistic models is quite different from the full buffer
model. For example, the cell capacity of full buffer traffic is dominated by the users with the best
radio links. For a case where users want to transmit the same amount of data (i.e., equal buffer),
the cell capacity is determined by the users with poor radio links since they will spend a longer
time in the scheduler consuming more radio resources. See also Sections 6.7.2, 6.7.4.1, and 13.2.5.

Moreover, the interference characteristics are also strongly dependent on the traffic model, see
Fig. 2.13, which will affect performance.

Another important aspect of the results is the network deployment model. In many network
simulations, hexagon network models are applied. The hexagon models usually use cells of equal
size and antenna deployed at the same height as well as uniform traffic demand over the area. This
is generally optimistic as in reality there are often limitations on where the operators can put the
sites and the user distribution is uneven. However, in analyses where different technical solutions
to a problem are to be compared, hexagon models are still useful. 3GPP has decided on some
deployment scenarios for use in standardization work [10]. For advanced deployment analysis, real
map data are often utilized including details on buildings, roads, and clutter types to improve



2.3 NETWORK EVOLUTION 29

Serving site Interfering site Signal-to-interference ratio

1
i} l"“w |

Bursty traffic « ||| ) \ (t I|I )

Serving site Interfering site Signal to interference ratio

Full-buffer traffic (« ||| ) « ||| ]

FIGURE 2.13

Ilustration of signal-to-interference characteristics for bursty MBB-like and full buffer traffic cases. The bursty
traffic signal quality is varying a lot, while full buffer signal quality is more constant.

accuracy using more advanced propagation models. For example, width of streets, building foot-
prints, and heights, as well as building characteristics such as wall material, glass types, and indoor
wall structures. For best accuracy, these aspects should be modeled.

In summary, there are many model parameters that can affect the simulation results.
Simulations are useful but not precise in an absolute sense. They are good for building up an under-
standing of trends, that is, how different phenomena influence performance. They can also help to
evaluate relative differences between different technical solutions. The performance of networks
that use AAS includes many additional parameters and models compared to networks using classic
radios. Therefore the need for accurate models and assumptions becomes even more important
when analyzing AAS. This will be further elaborated in later chapters, particularly in Section 13.2.

NETWORK EVOLUTION
NEED FOR CONTINUOUS EVOLUTION

As mentioned already, mobile operators evolve their networks to be able to offer increased capac-
ity, better coverage, and higher end-user throughput.

The network area capacity is on a high-level dependent on the site density (number of sites and
hence cells per km?) and the capacity per cell (or site). The capacity per cell does in turn depend
on the amount of spectrum and the radio link performance.

Area coverage depends on the site density but also what frequency band is deployed. The cell
coverage is frequency dependent. Low-frequency bands have generally better coverage properties
than higher frequency bands as will be further discussed in Chapter 3.

The user throughput is generally determined by the transmission bandwidth (Hz) and radio link
performance (bps/Hz). The link performance depends on the transmission technology including
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coding, modulation, and overhead, as well as the signal quality level, that is, signal-to-interference-
and-noise ratio (SINR).
All strategies for network evolution will rely on these fundamental techniques.

STRATEGY

There are several strategies for network evolution. The strongest rationale for the network evolution
strategy is usually trying to find the most cost-efficient way of expanding the network.

A network evolution strategy can be summarized as: improve—densify—add. By this, it is
meant that first the existing sites are improved to maximize cell capacity, for example, by adding
more bandwidth and/or improving cell spectral efficiency. Densify is the step to introduce new sites
to improve area capacity and coverage. Add is the last step where site density is increased by add-
ing a new category of cells, small cells below rooftop, or indoor to improve coverage or capacity in
local areas with high needs and where macro sites are difficult to deploy.

The reason for this strategy is that improving performance of existing sites provides the lowest
cost. Existing site infrastructure investments such as mast, shelter, and backhaul are then reused.
Finding new sites may take time and will incur costs in terms of acquisition, permits, build and fur-
ther operational costs.

There can be deviations from this strategy. One example is in dense urban areas with high-rise
buildings that can be difficult to cover from rooftop macro sites. Moreover, these buildings often
have a high subscriber density at daytime (office buildings) or night time (residential buildings),
which generate very high traffic. An alternative to macro densification is then to deploy dedicated
indoor systems to improve performance.

OPTIONS FOR CAPACITY EXPANSION

More details on the network evolution strategy steps are described below.

2.3.3.1 Improving existing sites

Increasing bandwidth is a simple and straightforward way to increase link performance and cell
capacity. The radio link performance is proportional to the bandwidth assuming that the transmit
power increases proportionally. In 2G and 3G, the bandwidth was initially small but it has been
gradually increased. In LTE, the carrier bandwidth is 20 MHz and for 5G it is even larger.

Mobile operators have typically got access to new frequency bands over time. New spectrum is
usually sold or allocated when a new mobile system generation is released. Additional bands are
sometimes made available between the new generations as well. The network coverage is frequency
dependent as will be further explained in Section 3.5.1. Low-bands below 1 GHz have typically
been used as coverage bands in rural areas but also in urban areas to provide deep indoor coverage.
The higher frequency bands have often been used as supplementary capacity bands, that is, added
where higher capacity is needed. The new higher frequency bands, above 2.6 GHz intended for 5G
come with larger propagation challenges, as will be further explained in Chapter 3. When deploy-
ing new 5G bands at higher frequencies, it is desirable to adopt coverage-enhancing techniques to
compensate for the lower coverage, see, for example, Sections 7.2.2 and 7.2.3.
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The radio link performance is a measure of the data rate that can be achieved for a user and it
can be improved in multiple ways. It has been gradually improved in 2G and 3G. At this point, the
radio link performance of both 4G and 5G is close to what is achievable, for single or a few anten-
nas on transmit and receive sides. Improved modulation schemes have been applied as a tool to
increase link performance in both 3G and 4G together with link adaptation. Link adaptation
involves selecting modulation and coding schemes to maximize link performance given the signal-
to-interference ratio. For example, 64 QAM and 256 QAM have been gradually implemented and
deployed to improve peak speeds as well as cell capacity in uplink and downlink. These tools are
dependent on the capabilities of the UE fleet, that is, sufficiently many subscribers have a device
that supports the desired modulation scheme. The remaining tool for improving link performance is
to add antennas. For LTE, MIMO was introduced (see Section 8.2 for how LTE evolved and
MIMO support was enhanced), which improves the link performance. Using advanced receivers is
also a method to improve link performance using multiple antennas.

There is a strong connection between the radio link performance and cell spectral efficiency.
Improving the radio link performance will result in that users will finish their data transmissions
faster (if users are sending the same amount of data) and there will be time available to serve new
users. Hence improved link performance will improve cell spectral efficiency.

Network optimization and tuning are tools for making the cells operate at a higher spectral effi-
ciency by reducing interference. Antenna tilting is one example of how to reduce interference (see
Fig. 2.14 and Section 13.3.2).

Increasing output power is another option that could be used to increase performance up to a
certain point when the network becomes interference limited. The definition of an interference lim-
ited scenario is a scenario where more power does not lead to higher capacity, which is the oppo-
site case to the coverage limited scenario where more power is beneficial. It is important to
understand that interference limitation is frequency band dependent, a site grid designed for a low-
frequency band, for example, 900 MHz, might become noise-limited for a higher frequency band,
for example, 3.5 GHz. There are also practical limits to the levels of output power. Output power
has to be limited on both base station and UE side due to requirements on electromagnetic field
radiation (see Section 11.8). The base station power is needed for serving users all over the
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FIGURE 2.14

Ilustration of antenna tilting as a means to reduce interference.
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intended coverage area and there is a benefit of high output power for the downlink. Due to regula-
tions on maximum output power, the base station antennas are usually at least several meters away
from the public reducing the radiation strength. The base station output power can be up to
6—8 W/MHz (see also analysis in Section 13.7.5). On the UE side, where the antenna is located
closer to humans and often placed directly against the head, the output power must be lower than
on the base station side. There are limited possibilities to increase output power in UE due to bat-
tery life, standard health limitations, and regulatory considerations. For 3G, LTE, and NR, the UE
output power level is limited to 23 dBm (0.20 W).

Increasing number of sectors per site, that is, high-order sectorization, is a special case of
improving existing sites by increasing the number of cells per site. The use of six-sector sites has
been commonly discussed, but the actual deployments in the field are rather few so far (see also
Section 13.3.4).

The main techniques for improving existing sites and cells are hence increasing bandwidth and
cell spectral efficiency. These techniques are often cost-efficient since building new sites, macro,
small, or indoor comes with higher costs. Therefore these techniques are often exploited as the first
step in the network evolution toward higher capacity and user throughput.

The introduction of 5G at new frequency bands is a natural part of the increasing bandwidth
tool. Another way is to re-farm spectrum from an old wireless technology to a newer one. The
mobile network operators typically maintain multiple wireless technologies, for example, 2G, 3G,
and 4G today and their network and spectrum can be re-farmed from the old (2G and 3G) to a
more modern technology (4G and 5G). Typically, when there are enough subscribers having UEs
supporting the new technology and the number of subscribers with handsets supporting only the old
technology is small. If this is not the case, the operator can stimulate the adoption of the new tech-
nology by providing handset subsidies to move subscribers from the old to the new technology. In
this way, it is possible to minimize the bandwidth for the old technology and introduce the new
technology in the same frequency band. Often a thin layer must be maintained for the old technol-
ogy since all subscribers will not upgrade in a short time and there might also be a need for roam-
ing reasons, which is a large revenue source for the operators. In 5G, spectrum sharing is
introduced to overcome the spectrum migration from 4G (see also Section 13.7.6).

2.3.3.2 Densification of existing macro grid

Generally, when an operator has evolved the network up to the situation that all spectrum assets
have been deployed in an area, there is usually no other option than to add new sites, that is, apply
site densification. This situation occurs often locally in dense urban areas where capacity demand
is highest. Adding sites generally adds capacity almost linearly with the number of sites, and there-
fore this method is expected to be used continually as long as it is meaningful to further add sites.
When the network becomes very dense, the benefit of adding a new site is smaller since the inter-
cell interference is harder to manage. Maintaining a hexagonal network layout is often not possible
in practice. Densification can be prolonged using techniques for improving or maintaining cell iso-
lation such as antenna tilting and antenna azimuth or antenna beamwidth changes. The limit on site
densification is dependent on the environment and deployment but as a rule of thumb inter-site
distances below 100 m are typically difficult to maintain.
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2.3.3.3 Adding small cells and indoor systems

When adding more rooftop or tower-based macro sites does not provide cost-efficient capacity
expansions, small (street level) cells and indoor systems can be used. For best efficiency in terms
of off-loading macro sites, the new small and indoor system should be deployed where macro pro-
vides poor performance.

WHY MULTI-ANTENNA AND ADVANCED ANTENNA SYSTEMS

Deploying multi-antenna and AAS techniques provide ways to increase the spectral efficiency and
are therefore instrumental tools for improving existing sites in the network evolution toolbox. They
will improve both coverage and capacity. This is done by making use of the spatial domain,
exploiting that power is transferred from the transmitter to the receiver through many physical
paths. This will be illustrated for the case with free-space propagation in Chapter 5, and explained
in detail in Chapter 6 for the case with multipath propagation. The benefit in terms of improved
SINR stems from the fact that power is directed along the paths that most efficiently transfer power
from the transmitter to the receiver rather than transmitting power widely over the sector. It is also
possible to avoid transmitting powers along certain paths to avoid generating interference. These
benefits will also be present at the base station reception side as well as in the UE reception/trans-
mission for high bands especially.

When exploiting new high-frequency bands, multi-antenna and AAS offer the ability to get
higher antenna gain by means of beamforming. In many cases this makes it possible to reuse exist-
ing sites and maintain similar coverage of both control signals and data rates at the new higher fre-
quency band as for existing lower frequency bands. This is particularly important for 5G where
most new frequency bands are in the 3—6 GHz region or in the mm-wave range (FR2) where the
coverage is considerably worse than for the existing mid-band range (below 3 GHz typically). An
illustration of this is shown in Fig. 2.15. In particular, AAS is essentially a prerequisite for exploit-
ing FR2 at existing sites. AAS technologies are typically not practical for frequency bands below
1 GHz as the antenna size becomes very large, at least when considering beamforming in the hori-
zontal domain. Multi-antenna deployment at base station side seems to be limited to four radio
branches at these bands in practice today.
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FIGURE 2.15

Ilustration of coverage benefits from beamforming at 3.5 GHz relative to 800 MHz coverage.
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In summary, with multiple antennas and AAS it is possible to exploit new and most often higher
frequency bands with sufficient coverage. Another key advantage is that AAS can offer higher
spectral efficiency and thereby provide higher capacity at existing sites. The latter is especially
important in markets with smaller spectrum allocations. In other deployments such as FWA, AAS
may be required and especially useful due to the need for very high capacity.

The technologies applied by AAS are explained in detail in Chapters 6, and 7. AAS perfor-
mance results are found in Chapter 13, and Section 14.3.

2.3.4.1 Why now

AAS technologies, for example, beamforming, have been known and used in other fields, for exam-
ple, radar and satellite communication, with proven performance. This has been recognized by the
mobile industry for more than 25 years.

The main reasons why AAS has not been widely deployed earlier in mobile networks are that
the implementations have been costly, large, and heavy, and that there have been other solutions
that have met the requirements in a simpler and more cost-efficient way, for instance, adding spec-
trum and additional carriers. Moreover, each mobile system generation has provided improvements
in spectrum efficiency and opened up for gradually larger bandwidths in new spectrum bands. The
governments, standardization bodies, and spectrum authorities have realized the need for spectrum
by the mobile industry and have therefore gradually released new frequency bands. The capacity
needs up to now have essentially been met through use of new bands, and therefore there has not
been an imminent need to exploit AAS to great extent earlier.

Another key reason for considering AAS is to increase coverage. New frequency bands are usu-
ally available on higher frequencies, where the coverage is worse. AAS can be used in this case to
improve coverage and thereby increase the usability of the higher frequency band in a way that
non-AAS solutions cannot do.

For 5G, the frequency bandwidths have evolved further and allocations of 50—100 MHz or
more per operator are desired in FR1. For FR2, the bandwidth allocation can be up to 1 GHz.
Larger bandwidths are typically found only in the higher frequency regimes for which AAS is
required to provide coverage in a cost-efficient way with small or moderate densification needs.
Moreover, there is also an increased pressure of maximizing the use of available spectrum, that is,
pushing the industry to further optimize the spectrum efficiency. AAS is the next tool for increasing
spectral efficiency since the radio link performance has more or less been fully exploited up to 4G.

Lower hardware cost as well as tighter integration due to smaller components is another reason
for the increased focus on AAS now. It is becoming possible to build AAS solutions, which are
rather hardware intense, in ways that are more cost-efficient than before. Given the performance
benefits, AAS is an option competing with the existing network evolution alternatives. Traditional
network evolution methods, see Section 2.3.2, are still expected to be used where they are more
cost efficient. The choice for capacity expansion depends on both practical conditions, for example,
availability of sites and spectrum, and economical factors, for example, total cost of ownership
(TCO). For AAS, there are also new factors that are important to consider, for example, multi-
antenna/multiband support, visual impact, and site solution impact to mention a few. As the cost of
AAS will continue to go down and the adopted AAS technologies will be more efficient, it is
expected that the use of AAS will increase gradually.
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SUMMARY/KEY TAKEAWAYS

In this chapter, network deployment and network evolution aspects have been described. The pur-
pose has been to provide rationale for why networks have evolved the way they have up to now
and to show how AAS can contribute in the network.

The traffic in all mobile networks is growing at significant pace and the requirements from the
end-user to use the mobile network for more advanced applications require continuous network
evolution. The networks are evolved to meet the objectives specifically in terms of coverage,
capacity, and end-user throughput in the most cost-efficient way. In reality, the most cost-efficient
alternative for network evolution is to improve existing sites, for example, by adopting new fre-
quency bands when possible.

AAS is a means of providing further performance improvements by using the spatial domain
and thus more efficient use of the characteristics of the radio channel between the transmitter and
receiver. AAS comes with an additional cost because it requires more hardware than classical
radios. However, it is still a viable solution and more cost-efficient than other means available for
the new high-frequency band applications such as 5G, for example, providing coverage at high
bands through AAS to avoid building many new sites.

Some additional topics are also introduced to provide the context of AAS. Since the main rea-
son for introducing AAS is to improve network performance, the basic definitions for the network
performance measurements were introduced (see Section 2.2.3).

Key takeaways that will be referred to in later chapters are the following.

* Rapid growth of traffic demand and expectations on end-user throughput and coverage will
require continuous network evolution (Chapter 14);

* Mobile network operator cost structures usually benefit maximum use of existing sites and
hence motivate the introduction of AAS as a means of providing capacity, coverage, and
end-user performance improvements (Chapters 13, and 14);

* MBB traffic is built up of many subscribers, each having a bursty traffic profile. Hence the
number of connected users is often much larger than the number of active users. This has an
impact on the efficiency of AAS features, particularly multiple-user MIMO (Sections 6.7.2,
6.7.4.1, and 13.6);

* AAS is necessary to improve coverage of higher frequency bands (Section 7.2.2);

* AAS requires more hardware, for example, more antenna elements and radio chains, than for
conventional systems. This will impact which AAS solutions will be cost-efficient in
different deployment scenarios and also the size and weight and hence the deployability
(Chapter 14).
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CHAPTER

ANTENNAS AND WAVE
PROPAGATION

This chapter treats the fundamentals of radio waves and antennas, their properties and characteris-
tics, and provides some insights into how these affect wireless communication. Challenges and
opportunities associated with multi-path propagation and higher frequencies are treated. The key
learnings of this chapter will be reused throughout the book when discussing how more capable
antennas are utilized to mitigate these challenges and make the most of the opportunities.

The present chapter is structured as follows: an introduction to electromagnetic fields and waves
is given in Section 3.1, while general properties of electromagnetic waves are discussed in
Section 3.2. Section 3.3 introduces antennas as the interface between conducted and radiated elec-
tromagnetic energy. Fundamental properties of transfer of energy from one antenna to another in
free space are given in Section 3.4, and in real-world conditions in Section 3.5. Section 3.5.3 intro-
duces the reader to multi-path propagation and all its associated challenges for wireless communi-
cation. Section 3.6 introduces a mathematical framework for multi-path propagation, which will be
used in the treatment of array antennas (Chapter 4), orthogonal frequency-division multiplexing
(OFDM)-based transmission (Chapter 5) and multi-antenna technologies (Chapter 6). Furthermore,
Section 3.6 describes stochastic and site-specific models for radio wave propagation. Such models
will be used later in the book for evaluations of multi-antenna and advanced antenna systems
(AAS) through simulations (see, e.g., Chapters 13 and 14). Finally, a summary of some key points
is provided in Section 3.7.

The reader who wishes to follow the mathematical treatment in this chapter is expected to have
some familiarity with complex numbers, vector fields and vector analysis, and Cartesian and spheri-
cal coordinate systems (a brief overview of these topics is provided in Appendix 1).

INTRODUCTION

More than 150 years ago, the mysteries of electromagnetic forces and fields were revealed through
scientific theory building and experiments. The progress led James Clerk Maxwell to formulate his
famous equations that describe how electric and magnetic fields interact with charges and currents
(see Fig. 3.1). This set of coupled differential equations can be rearranged in the form of the wave
equation, which has solutions for the electric field E (unit: V/m) and the magnetic field B (unit: T)
on the form

E=f(wt—kr) 3.1)
B=g(wt—k'r) (3.2)
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FIGURE 3.1

The famous equations that take their name from James Clerk Maxwell, here presented in their differential form.
The reader is reassured that familiarity with these equations is not a prerequisite for understanding the present
chapter. However, for the interested reader, Appendix 1 gives a short introduction to vector fields and the
divergence and curl of these.

where the functions f and g can be arbitraryl functions, r is the spatial (three-dimensional, 3D)
position, ¢ is the time, and w is in general a proportionality constant (for time-harmonic waves w is
the angular frequency, that is, radians per second). These solutions represent a wave traveling in
the direction of the wave vector k = kk with speed v = w/k (see Fig. 3.2).

The general solution to the wave equation is a linear superposition of such waves; however, for
the initial sections of this chapter a single wave is considered. The electric field E and the magnetic
field B are coupled and interact with each other as specified by Maxwell’s third and fourth equa-
tions; hence they are commonly referred to as electromagnetic fields and waves.

In other words, Maxwell provided the mathematical basis for the description of electromagnetic
waves, which are time-varying fluctuations in the electric and magnetic fields. These waves can be
generated by accelerating electric charges such as a time-varying current in a transmitting antenna.
Similarly, the time-varying fields exert forces on electric charges, such as electrons within a receiv-
ing antenna, thereby generating a current in the antenna. Hence, electromagnetic waves can be used
to transport energy and information from one antenna to another.

One important class of waves is those that are sinusoidal or time-harmonic, that is, where the
electric field vector E along its direction 7 is proportional to

Re{exp(jwr)} = cos(wr). (3.3)

Note that the field is represented by the real part of a complex harmonic rather than as a sine
wave. While these two representations are equivalent, it is usually more convenient to work with
the complex representation, not the least since the time derivatives in Maxwell’s equations can then

"Boundary conditions and initial value conditions will also influence the solutions f and g.
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FIGURE 3.2

An arbitrary wave traveling in the direction k with speed v.

be replaced with multiplication by a constant. Often the Re{} is omitted and it is implicitly under-
stood that only the real part of the solution should be used.

Most waves generated by natural or artificial processes are time-harmonic. Additionally, from
Fourier analysis it is known that any wave form can be represented by a linear superposition of
time-harmonic waves. Therefore in the following we will exclusively consider time-harmonic fields
and waves.

PROPERTIES OF ELECTROMAGNETIC WAVES

The electric and magnetic fields are vector-valued, that is, in each location in space the fields have
a strength and a direction in 3D space. Such a vector can be represented by three coordinates in a
Cartesian coordinate system collected into a column vector, for example, v = [v)C vy VZ]T. This
is however not the only way to represent a vector (see Appendix 1.5 for further details about coor-
dinate systems). N

The equation for the electric field of a sinusoidal wave propagating in the direction k can be
written as

E(r,p)= Re{Eoexp <j(wt -k -r)) } (3.4

where k is the wave vector with k = kk = 2x/ M and w now represents the angular frequency in
radians/second with w = 27f. Ej is a vector with complex-valued elements, phasors, that represents
the amplitude and phase of the electric field in different directions in space (e.g., X,y,Z or 7, 8, )
at a reference time and position.

A time-harmonic wave has a frequency f = w/27 and a wavelength )\ and propagates at the
speed v=w/k = Xf in the direction given by the vector k. In vacuum, v = ¢ = 299,792,458 m/s,
which is the speed of light. Indeed, light is just electromagnetic waves within a certain range of
wavelengths (compare Fig. 3.7). R

For the sinusoidal wave in Fig. 3.3, the wave is propagating in the direction k =X and the elec-
tric field vector is aligned in the z-direction, that is,

Eo = E.exp(jo)z (3.5
where E; is the amplitude and ¢ is the phase of the wave at t =0 and r = 0.
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FIGURE 3.3

A sinusoidal transverse electromagnetic wave propagating in the x-direction.

A particular characteristic of electromagnetic waves is that they are fransverse, meaning that
the electric field vector E, the magnetic field vector B, and the direction of propagation given by
the wave vector k are all mutually orthogonal (see Fig. 3.3). The magnetic field is given by

B-lkx E, (3.6)
w

hence it oscillates in phase with the electric field but in a direction orthogonal to the electric field
and the direction of propagation. For the wave in Fig. 3.3 the magnetic field is

B = —k X Re{Eexp(j(wt —k-r))}

S

3.7)

- Re{Ecexp(olexp(er ~ k1))

It is common to only describe and discuss the electric field, with the implicit understanding that
the magnetic field can be determined using the above vector cross product. In the remainder of this
book we will therefore focus on the electric field.

INSTANTANEOUS AND AVERAGE POWER FLOW

An electromagnetic wave represents a power flow in space, characterized in direction and magni-
tude by the Poynting vector (W/m?):

S=ExB (3.8)
Ho
where 1, is the vacuum permeability (1, = 1.26 X 107% H/m).
The time-average power flow or power density S,y for a sinusoidal wave propagating in the
direction k, determined by integrating the power flow S over one period T = 1/f, is then

1 1 1 1 1 ~ -
So=-Req—EXB}=_-Req—EXBj s = —|Eo|*)k = Wpk (3.9)
2 2 o 2n
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where Wy, = 2%/ |Eo|2 is the average power density (W/mz), and Bjj denotes the complex conjugate of
By. The constant ) = poc ~ 377 € is the intrinsic impedance of free space.

WAVE FRONTS

The electric field of the transverse wave of Fig. 3.3 that was introduced in the previous section can
be rewritten by combining (3.4) and (3.5) as

E(rp) = EZRe{exp (j(wz —ker+ qu)) }2 (3.10)

As can be seen from this equation, the phase wr—k-r+ ¢ varies both in time and in space.
However, around a specific location in space the spatial component k-r of the phase is constant in
directions perpendicular to the propagation direction k. In general, the wave front is a surface in
three dimensions along which the phase is constant at a particular time instant (see Fig. 3.4). In our
example in Fig. 3.3 with kK =X the wave front is planar; hence this is referred to as a plane wave.
A wave originating from a point-like source, such as the fields generated by a transmitting antenna
when observed at a sufficient distance (see Section 3.3) will expand spherically and hence create a

FIGURE 3.4

Ilustration of the wave front of spherical waves originating from a point source. The phase is constant along the
lines and surfaces indicated in the figure. Locally, the wave front becomes approximately plane at larger distances
from the source.
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Different types of polarizations as illustrated by the trace of the electric field vector when looking along the
direction of propagation of the wave: linear polarization (left), circular polarization (middle), and elliptical
polarization (right).

spherical wave front. However, the wave front is often conveniently treated as being locally plane,
which is a reasonable approximation at larger distances where the radius of curvature of the wave
front is very large.

POLARIZATION

As described above, radiated electromagnetic waves are transverse, meaning that the electric and
magnetic field vectors are orthogonal to the direction of propagation. Hence, in 3D space there are
locally two dimensions available for the fields to oscillate in, that is, it is said that the wave has
two degrees of freedom. We define the polarization of a wave as the orientation of the oscillations
of the electric field in these two dimensions as observed when looking along the direction of propa-
gation. When discussing polarization in this book we will utilize spherical coordinates rather than
Cartesian coordinates since the former are more suitable for characterizing the fields and polariza-
tions of waves transmitted by antennas.

Mathematically, the electric field of a spherical wave propagating in the 7 direction can be
expressed as

Eo = Egexp(jé) + Eexp(jo),)@ (3.11)

where Ey and E, are the amplitudes and ¢y and ¢, are the phases of the phasors representing the
transverse electric field components along the basis unit vectors @ and @, respectively. Note that
these vectors can be represented as 3 X 1 vectors of coordinates in 3D space (see Appendix 1.5 for
how to transform between different coordinate systems).

The relation between the phasors determines the polarization of the wave, that is, the time-
varying direction and relative magnitude of the electric field vector. In this book, the wave polari-
zation is defined as observed along the direction of propagation. Some particular types of polariza-
tions are the following (see also Fig. 3.5):

Linear polarization occurs when the electric field vector oscillates in a constant direction, that
is, when ¢y = ¢, or when either of Ey or E, is zero. The amplitude relations between Ey and E,
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then determine the slant angle of the electric field vector. In this book, vertical polarization ( VP)2
is defined as the polarization when the electric field is oscillating along the @ axis, that is, when
E, = 0. Similarly, horizontal polarization (HP) is defined as the polarization when the electric field
is oscillating along the @ axis (Ey =0). Other linear polarizations include +45° polarization
(Egp = E,) and — 45° polarization (Eg = —E,).

Circular polarization occurs when the electric field vector rotates in the transverse plane with
constant amplitude, that is, when Ep =E, and ¢y = ¢, = 90°. The direction of rotation can be
either clockwise or counterclockwise, resulting in right-hand circular polarization (RHCP) or left-
hand circular polarization (LHCP).

Other relations between the phasors result in elliptical polarization, that is, where the electric
field vector both oscillates in amplitude and rotates.

The polarization of a wave can be generally represented by a two-element complex-valued
2 X 1 unit vector 1P, used to rewrite the 3 X 1 electric field vector as

Eo = Epexp(jy)0 + Eqexp(jo, ) @

. ~ ~ (3.12)
=\/E;tEL[0 @|v2,\/Ej+Eq
where
~ E, j
S L e (].%) (3.13)
VJE + B2 | Boexp (J¢w>

contains the coordinates of the polarization vector

v=[6 ple=[9]o+|2] 0 (314
in the basis  and . Here, [@ (;5] is a 3 X 2 real-valued matrix containing the basis vectors 0
and ® as columns.

In general, this chapter uses the notation x to represent the vector x with coordinates in a different
basis. The basis is given by the context, usually in terms of 6 and @ in either a transmitter or receiver
coordinate system. The two different ways to represent the same vector will be used interchangeably
in the following. The vector x may be referred to as the Jones vector’ corresponding to x.

With this notation, the following polarization vectors can be defined:

= M@Hp = m (3.15)

- I [1] ~ 171
ﬁﬂcp:ﬁ[j}ﬂm@:%{_j] (3.16)

’In the literature, horizontal and vertical polarizations are sometimes defined with respect to the horizon in a Cartesian
coordinate system. However, that definition would later lead to issues when describing antenna properties since the
antenna directivity and polarization would become nonseparable, compare Eq. (3.30).

This representation of the polarization state and of the polarization scattering matrix ¥ introduced later in this chapter
were introduced by R.C. Jones and the associated mathematical operations to determine the polarization are therefore
called Jones calculus.
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~ 1 711 ~ 1 1
¢+459:E|:1]>¢745°:%[_1:| G.17)

_ For any _polarization 1//\11 there is always an orthogonal polarization 17)2 for which
Y- 'gbz 1/: P, =7 1/; =0, for example, 1yp is orthogonal to typ, 9,45 is orthogonal to
Y _4s0, and Py pep 1 1s orthogonal to Prucp- Any elliptical polarization will have an orthogonal
polarization that is also elliptical, but with opposite sense of rotation and orthogonal slant angle.
An arbitrary polarization can be described as the linear combination of two orthogonal polariza-
tions, for example, of vertical and horizontal or of +45° and —45° polarizations.

Y=ap A =cp  Hdp (3.18)

As will be described in Section 6.3 (cf. Fig. 6.21), the two degrees of freedom of the wave
polarization can be exploited for communication purposes to achieve more robust signal transmis-
sion or even by transferring different information on different polarizations.

SUPERPOSITION

In linear media,” the solutions to Maxwell’s equations obey the important principle of superposi-
tion, which specifies that any linear combination of solutions (waves) is also a solution to
Maxwell’s equations. In other words, any number of electromagnetic waves of the same or different
frequencies, polarizations, or propagation directions can be superimposed. The local electromag-
netic field is then the linear vector sum of the fields contributed by each wave, for example,

E(rn) =Y E.(ri) (3.19)
B(rt)=Y B,ri) (3.20)

An illustration of the superposition of two waves with opposite propagation directions along the
x-axis and electric field vector along the z-axis is shown in Fig. 3.6. Mathematically, we can repre-
sent the electric field of the two waves in the figure as

E;(r.1) = Re{exp(j(wt — ki 1)) }Z = cos(wt — kx)z (3.21)
E)(r,p) = Re{exp(j(wt —ky'r)) }E = cos(wt + kx)z (3.22)
The superposition of these two waves is then

E(rat) =El(ra[)+E2(r=[)
= (cos(wt — kx) + cos(wt + kx))z (3.23)
= 2cos(wr)cos(kx)z

This represents a standing wave since the position of the peaks (kx=nm,n=0, £1, £2,...)
and nulls (kx = 7/2 + n) do not change over time.

The superposition of multiple waves with possibly different directions of propagation, ampli-
tude, and phase relations and different polarizations will create a much more complex standing

“Air behaves as a linear medium except for extremely high field strengths that cause electrical discharge.
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FIGURE 3.6

Ilustration of the standing wave pattern (center) of the superposition of two waves (left and right) with opposite
propagation directions.

wave pattern (see, e.g., Fig. 3.19). A sensing object such as an antenna traveling through this wave
pattern will experience field strength (current amplitude) variations that are commonly referred to
as signal fading, which can be a challenge to reliable communication. This is discussed in more
detail in Section 3.5.3. Superposition is also beneficial as it allows antenna arrays to use construc-
tive superposition of waves to focus radiation in certain directions, or a pair of antenna elements
with different polarizations to generate an arbitrarily polarized wave (more on this in Chapter 4).

THE ELECTROMAGNETIC SPECTRUM

Time-harmonic electromagnetic waves come in many forms that have been given various descrip-
tive names such as radio waves, infrared light, visible light, and gamma rays. All of these are sim-
ply sinusoidal electromagnetic waves with different frequencies or wavelengths. The range of
frequencies over which electromagnetic waves appear is referred to as the electromagnetic spec-
trum (see Fig. 3.7 for an overview). The frequency bands used for mobile wireless communication
that were introduced in Section 2.1.3 are highlighted. For systems up to and including 4G, these are
primarily in the range of a few hundred MHz to several GHz or equivalently with wavelengths
ranging from several decimeters to several centimeters.

Why are these bands used for mobile wireless communication rather than, say, infrared or VLF
(very low frequency, kHz range)? The answer to this question is that the range between a few hun-
dred MHz and several GHz strikes a good balance between antenna design (see Section 3.3), signal
coverage (radio wave propagation, see Section 3.5), challenges of multi-path propagation
(Section 3.5.3), and available communication bandwidth (as was discussed in Chapter 2).

AAS, the topic of this book, is the technology for creating more efficient and capable antennas.
One of the main benefits of AAS is that they enable the use of higher frequencies,’ thereby giving
access to much higher communication bandwidths. Opportunities and challenges associated with
the use of higher frequency bands are treated in Chapter 7.

5Including bands above 30 GHz with wavelengths less than a centimeter, commonly referred to as millimeter-wave
bands.



46 CHAPTER 3 ANTENNAS AND WAVE PROPAGATION

5G

2G

Analog mobile .

100 MHz 1GHz 10 GHz 100 GHz

| | | | | | | | |
N T A

v

-

10 107 108 10° 10%° 101141’0iz 10%* 10% 10% 10% 10Y7 10'® 10° 10%°

Frequency (Hz) —+—F+—+—+—F+—+—+—F+—+—F+—F+—+—F+—+—

Radio waves InfrareV wraviolet X-rays and gamma rays

Visible light

v

| | | | | Il | | | | | Il Il | |
I I I I I I I I I I I I I I I

102 100 1 10~* 1072 103 10~* 10=° 10 1077 10°% 10° 10°° 10-! 10~%2

Wavelength (m) )

FIGURE 3.7

The electromagnetic spectrum.

TRANSMISSION AND RECEPTION OF ELECTROMAGNETIC WAVES:
BASIC ANTENNA CONCEPTS

The time-varying electric and magnetic fields in an electromagnetic wave will exert forces on any
electric charges it encounters, for example, those bound within a conductor, thereby inducing cur-
rents in these conductors. Equivalently, time-varying currents will induce time-varying electric and
magnetic fields. This forms the basis of radiative transmission of energy and information, where
currents may be induced in an antenna at one location that generates electromagnetic waves that
propagate in space. These waves may be received — converted into currents — in another antenna
at another location. An antenna thus converts conducted power into radiated power or vice versa.

In other words, the antenna is the interface between the electric currents and the electromagnetic
waves. An antenna is designed® so that the electric currents are guided along suitable paths, where
the strength of the current and its geometry decide the properties of the radiated waves (compare
the current density J in Maxwell’s equations that represents the strength and direction in space of
the electric current).

SAntenna design is considered by some to be a form of art where the designer uses materials and feeding points to shape
current distributions that create the desired radiation characteristics.
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INFINITESIMAL DIPOLE

To illustrate some principles, let us first consider a very locally confined sinusoidally time-varying
current with amplitude I, that is, the current

J = Lexp(jwi)z (3.24)

only exists along the z-axis over the length / (/< \) close to the origin. An antenna producing such
a current is sometimes referred to as an infinitesimal or Hertzian’ dipole. If the current, that is, the
direction in which the electric charges are moving, is aligned in the Z direction, the electric field
strength of the radiated field will at a sufficient distance r from the antenna be approximately

klylsin(0) .
47r

This represents a transverse spherical wave with vertical polarization propagating radially out-
ward from the antenna (see Fig. 3.9 for a representation of the spatial variation of the field strength
for the infinitesimal dipole). In other words, the electric field strength is proportional to the ampli-
tude I, of the feeding current, inversely proportional to the distance r, and varies in strength with
the sine of the angle 6. The region at which the approximation in (3.25) holds is referred to as the
far-field of the antenna. In the far-field, the antenna can be considered to behave as a point source,
that is, the propagation direction is purely radial.

E(rp) ~ jn xp(i(wt — k-r))0. (3.25)

NEAR-FIELDS AND FAR-FIELDS

For the infinitesimal dipole antenna, the far-field boundary occurs at > ), while for larger anten-
nas an additional condition is that r > 2D? /A, where D is the largest dimension (length, diameter,
etc.) of the antenna. At shorter distances from an antenna, that is, in the near field, the distance and
angular dependence of the electric and magnetic fields are much more complex. An intuitive expla-
nation for this is that in the near field different parts of the antenna are in different directions with
respect to the observation point and hence wave components with different (non-radial) propagation
directions are superimposed. Very close to the antenna in the reactive near field, the energy transfer
is not strictly outwards, instead some energy is oscillating back and forth between the antenna and
the nearby space.

ANTENNA POLARIZATION

The polarization of an antenna, ?pa, is defined as the polarization of a wave transmitted by the
antenna. As an example, the infinitesimal dipole in Section 3.3.1 is referred to as being vertically
polarized (since E, = 0). In general, the antenna polarization may be a function of the observation
angle as 1,(0, ).

From reciprocity considerations (see also Section 3.3.5), the polarization of an antenna also
applies at reception and is then understood as the polarization of an incident plane wave for which
the received power is maximized. It is important to note that the receive polarization of an antenna
is a mirror image of its transmit polarization. To understand this, assume that an antenna radiates

"Using dipole antennas, Heinrich Hertz was the first to demonstrate the existence of radio waves in 1887.
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outgoing waves with the polarization 1713 = a(;@ + a,p. However, the wave polarization is defined
when looking along the direction of propagation; hence an incident wave with the same wave
polarization will be oscillating in the direction ay@ — a,& in the coordinate system of the receive
antenna. Hence, to maximize the received power, the antenna receive polarization 1,[1“ should be
equal to a90 —a,p. Using Jones vectors for the transmit and receive polarizations, this can be
expressed as

Lar

~ _ [t 0]x
¥ —[0 _1]% (3.26)

As the mirror image relation between transmit and receive polarization is far from intuitive, an
illustrative example is shown in Fig. 3.8.

In the case that an incident wave has a different polarization 1/J [aow  agw }T from that of
the antenna, w = [agr awr]T not all of the energy in the wave - will be captured by the antenna.
In fact, only the component of the wave that has the same polarization war as the receive antenna
will induce any current in the antenna. The component with orthogonal polarization 1,b will not
induce any current in the antenna, since from reciprocity a current in the antenna will only produce
a radiated wave of the first polarization (recalling the mirror image between transmit and receive
polarization discussed above). N

Hence, an incident wave with electric field Ey = Eptp,, will produce the same current in the
antenna as an incident wave with amplitude x Ey that is perfectly aligned with the antenna polariza-
tion, E6 =X Eo1,,. Here x is a complex constant that relates the amplitude of the arbitrarily polar-
ized incident wave with the amplitude of the polarization-matched incident wave giving the same
receive antenna response. Using the Jones vector representations, x can be determined as

~T ~
X0, ) = age(0, )agw + ap (0, )agw =9, (0,009 (3.27)

In the above expression, the angular dependence of the antenna polarization and consequently
of x is explicitly written out.
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—45° polarized transmit antenna

FIGURE 3.8

Ilustration of the mirror image relation between the transmit and receive polarization of an antenna. Both

antennas in the figure have a —45° (transmit) polarization, yet a —45° polarized wave impinging on the receive
antenna is orthogonal to the —45° polarized receive antenna due to the mirror image relation.
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RADIATION PATTERN

The absolute value of the complex amplitude of a spherical wave in free space is inversely propor-
tional to the distance (r) from the source as Ep~1/r (compare Eq. (3.25)). Therefore the time-
averaged power density S,, = W, F, which is proportional to the square of the electric field [see
Eq. (3.9) in Section 3.2.1], will be inversely proportional to the square of the distance. This relation
follows intuitively from energy conservation principles, for example, the power emanating from a
source is distributed over a sphere enclosing the source where the area of the sphere is proportional
to 72 (see also Fig. 3.14). A related measure is the radiation intensity U = r*W,, given as the power
radiated per solid angle:

2
U, o) = ;77 (|E9|2 + |E¢|2) (3.28)

where Ey and E, are the transverse electric field components in the 9 and ¢ directions as in (3.11)
and 7 is the intrinsic impedance of free space (see Section 3.2.1).
The total radiated power Py, is the integral of the radiation intensity over all solid angles, that
is, the full sphere:
2T (T
Praa = $oUdQY = J J U(0, p)sinfdOd o (3.29)
0 Jo
The radiation properties as a function of angle at a fixed (large) distance (e.g., in the far-field)
is commonly referred to as the radiation pattern® of the antenna. In the literature, a radiation pat-
tern can refer to radiation intensity, field strength, polarization, phase, etc. In this book, the radia-
tion pattern is denoted as g(0, ¢), and is composed of the complex amplitude pattern g(6, ¢) and the
antenna polarization ¥,(6, ) introduced in Section 3.3.3:

20, 9) 220, 9)1h,(0, ¢). (3.30)

The radiation pattern is related to the transmitted spherical electric wave E(r,t) via

1
E(r,p)~ . exp(j(wt —k-r))g(0, p). (3.31)

Here the normalization of g(0, ¢) is done such that U(0, p) = P, /47T|g(9, ) 2, where P, repre-
sents the transmit power fed into the antenna. The total radiated power is in turn given by
Praq = €Py, where ¢ represents losses in the antenna (see also Sections 3.3.7.3 and 3.3.7.4) and the
reason for the chosen normalization is that g(f, o) =1 then corresponds to a lossless isotropic
antenna (see also Section 3.3.6).

Hence, while the radiation intensity U(0, ¢) is proportional to the transmitted power and charac-
terizes the absolute radiated power per solid angle, the radiation pattern g(6, ) is independent of
the transmit power and characterizes the spatial and polarization distribution of the radiated field in
a relative sense.

Returning to the example of an infinitesimal dipole in Section 3.3.1, it follows from comparison
of (3.31) with (3.25) that the following components of the radiation pattern are identified for the
infinitesimal dipole:

8Antenna pattern is often used synonymously with radiation pattern.
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FIGURE 3.9

Some examples of radiation patterns (radiation intensity): isotropic antenna (upper left), infinitesimal dipole
(upper middle), a GSM phone (upper right), circular aperture antenna (lower left), and a macro base station
antenna for sector coverage (lower right).

8(0, p) ~sin(6) (3.32)
¥, =0 (3.33)

Similarly, the radiation intensity of the infinitesimal dipole is
U(8, ) ~sin*(6) (3.34)

Most importantly, it can be seen that the complex amplitude pattern g(6, ¢) and radiation inten-
sity U(0, o) are different in different directions. For the infinitesimal dipole antenna, the radiation
intensity is maximized along the horizon where 6 =90° and is zero for § =0° or § = 180°, that is,
directly above and below the antenna (see Fig. 3.9).

More generally, antennas may be designed to create more complicated current distributions,
which in turn results in more complicated radiation patterns where both g(6, ¢) and ,(6, ¢) can
have large and rapid variations with respect to the observation angle. In addition, interaction
between the radiating antenna and objects nearby can further distort the radiation pattern, as in the
case of mobile phone radiation properties being affected both by the metallic chassis of the phone
and by the user holding the phone. Some examples of radiation intensity patterns for different
antennas are shown in Fig. 3.9 and for the antenna polarization in Fig. 3.10.

RECIPROCITY OF ANTENNA CHARACTERISTICS

The radiation pattern g(6, ¢) provides the relation between the current amplitude /, at the antenna
terminals and the field strength E(r,t) of the radiated electromagnetic waves in the direction (6, ©).
With a few exceptions involving the use of nonlinear materials, most antennas are reciprocal,
meaning that a plane wave with field strength E impinging from direction (6, ¢) will induce a cur-
rent [y in the antenna. Thus the radiation pattern g(6, ) applies both for transmission and for
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FIGURE 3.10

Some examples of radiation patterns (antenna polarization): infinitesimal dipole (left) having a constant
polarization and GSM phone (right) where the polarization varies as a function of direction.

reception. However, recall that the receive antenna polarization is a mirror image of its transmit
polarization as was discussed in Section 3.3.3.

In the following sections some further characteristics of the radiation pattern will be discussed
and metrics such as directive gain, half-power beamwidth, efficiency, antenna gain, and effective
antenna area will be explained. All of these characteristics are equally valid for describing the
antenna in transmission and in reception.

ISOTROPIC ANTENNA

When describing the radiation characteristics of different antennas, it is convenient to relate the
performance to that of an isotropic antenna (see Fig. 3.9), which radiates with the same intensity in
all directions: which means that g(, ) is constant independent of the direction. Unless otherwise
mentioned, we will in the book assume that an isotropic antenna is also lossless, which corresponds
to g(f, ) = 1. An isotropic antenna is a theoretical concept—all practical antennas will radiate
unequally with larger intensity in some directions and smaller (even zero) in other directions. The
existence of at least one null, a direction in which zero energy is radiated, is a result of the fact that
the electromagnetic field is transverse to the direction of propagation; therefore the fields will be
tangential along the surface of a sphere enclosing the antenna. Such tangential fields are impossible
to arrange without the field becoming zero in at least one point on the sphere, which is proven by
the “hairy ball theorem,” which in layman terms states that it is impossible to comb a hairy ball
without creating a cowlick.

ANTENNA PROPERTIES

3.3.7.1 Directivity

The directivity’ D(6, ¢) of an antenna is defined as the ratio of the radiation intensity U(6, ¢)
(power per solid angle, see Eq. (3.28)) in a given direction to the radiation intensity averaged over
all directions, that is, the total radiated power P,y divided by the solid angle of the full sphere, 4.

The term directive gain is also used.
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FIGURE 3.11

Ilustration of the two main cuts or planes for specifying the antenna directivity. See examples of plots in these
planes in Fig. 3.12.

U9, )

D(0, p) = Praa /47

(3.35)

This power ratio is usually specified in decibels with the unit dBi (“decibels over isotropic,”
that is, compared to an isotropic antenna that radiates the same total power). The isotropic antenna
has a directivity of 0 dBi in all directions, while the directivity of the vertical infinitesimal dipole
varies from —oo dBi when looking straight up or down to 1.76 dBi along the horizontal plane
(compare Fig. 3.9).

For antennas with static radiation patterns the directivity is often specified only in the horizontal
and vertical planes (see Figs. 3.11 and 3.12).

3.3.7.2 Lobe width and sidelobe levels

In general, the radiation pattern of an antenna may have large variations with respect to the obser-
vation angle. A lobe'’ can be loosely defined as an angular interval where the directive gain is
higher relative to the gain in surrounding directions. By this definition, the infinitesimal dipole has
a single lobe, but it is not uncommon for antennas to have many different lobes. Some antennas are
designed to produce one main lobe with high directive gain (see an example in Fig. 3.12). It is
almost unavoidable that such a design has some weaker side lobes in other directions and even a
back lobe in the opposite direction of the main lobe. Other antennas may have multiple lobes of
similar strength. A lobe can be characterized by its half-power beamwidth (HPBW)'' that specifies

lOTraditionally, these have also been referred to as “beams.” However, with the use of AAS the term beam has in this
book been taken to include the whole radiation pattern (associated with a single stream of information-carrying symbols)
and not only a particular lobe of it.

"More correctly “half-power lobe width.”
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FIGURE 3.12
Plots of antenna gain (directivity times efficiency) in the vertical (left) and horizontal (right) planes for a macro

base station antenna.

the angular interval over which the lobe has a directive gain within 3 dB of the peak directive gain
of the lobe. The relative levels of the side lobes and back lobes can usually also be found in the
specifications of an antenna.

3.3.7.3 Efficiency

Practical antennas always incur some losses as some energy may be converted to heat instead of
electromagnetic waves due to finite electric conductivity. The antenna efficiency € characterizes the
fraction of the supplied energy that is converted into radiation. It is always lower than 1 and can be
as low as 0.1—0.2 for antennas that are small in relation to the wavelength or are exposed to lossy
materials in their near field. A user holding a mobile phone is an example of the latter.

3.3.7.4 Antenna gain

The antenna gain G(#,¢p) is the product of the directive gain and the efficiency,
G0, p)=eD(0, p) = |g(0, ) 2; hence losses in the antenna are also taken into account. If a single
value for the antenna gain is specified, this is understood to be the maximum of the gain over all
directions. The directive gain and the antenna gain both describe how power is radiated into space,
the difference is the reference which is the total power fed into the antenna for G and the total
power radiated from the antenna for D. This means that the antenna gain in a certain direction is
the ratio of the radiation intensity to the radiation intensity that would be obtained using an isotro-
pic lossless antenna with the same total power fed into it.

A typical antenna used at a macro base station can have an antenna gain of 15 dBi or more
within its main sector of coverage (compare Fig. 3.12), while a mobile phone antenna may have an
antenna gain closer to 0 dBi or even negative in dBi. One extreme example at radio frequencies is
the radio telescope at the Arecibo Observatory in Chile, which is equipped with a 305 m diameter
reflector antenna. At 3 GHz the peak antenna gain of this antenna is roughly 80 dBi and the beam-
width is slightly less than 0.03°.
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3.3.7.5 Effective antenna area

One convenient measure is the effective antenna area A.s, which relates the average power density
S (in power per unit area) of an electromagnetic wave incident from a certain direction to the power
P; that is captured by the antenna as

Pr = AeffS (336)

In other words, the effective antenna area is the size of an area through which the same power
flows as is collected by the antenna. As such, it is convenient metric for determining the received
power using the very simple Eq. (3.36). From reciprocity considerations it can be shown that the
effective antenna area can be expressed using the antenna gain G as

A

2
Acir(0, ) = T-G(O. 9 X(0, o) (3.37)

The factor |X(6’, @)’2 which is often referred to as the polarization loss factor represents the
fraction of the incident power of the wave that has a polarization that is aligned with the antenna
receive polarization, as discussed in Section 3.3.3. For a lossless isotropic antenna with G(6, p) = 1
and a receive polarization 1, that is perfectly matched to the polarization %) of the impinging
wave, that is, where |X(9, <p)| =1, the effective antenna area is A\’ /4. Note that the effective
antenna area is in general a function of both direction and wave polarization. As with the antenna
gain, if a single value for the effective area is given, this is understood to refer to the value in the
maximum direction.

The effective area is different than the physical area, though there exist relations between the
two depending on the antenna type. Some examples from Ref. [1] are summarized in Table 3.1.
For small antennas, the effective antenna area is of the order ()\/ 2)2, while for larger antennas it
approaches the physical area.

ANTENNA SIZE, GAIN, LOBE WIDTH, AND FREQUENCY DEPENDENCE

The infinitesimal dipole introduced in Section 3.3.1 creates a radiation pattern that is omnidirec-
tional, that is, it has a constant antenna gain as a function of the azimuth angle ¢ but varying
antenna gain in the elevation domain. More directive radiation patterns with higher antenna gain in
the maximum direction can be created with electrically'” larger antennas (see some examples in
Fig. 3.9 and Table 3.1). As can be seen from Table 3.1, two antennas of the same type that have
equal gains but operate at different frequencies f; and f, will tend to have physical and effective

areas that are related as
Ay A2 61 ) :
— = == (= (3.38)
Ay A 2

Hence, if the antenna gain is independent of frequency, then the antenna will become physically
smaller with frequency and also capture less power in receiving mode due to the reduced effective
antenna area. An illustration of the size versus frequency for a set of equal gain horn antennas is

lelectricaIly large means large in relation to the wavelength. A 1 m tall antenna is electrically small for a 1 MHz fre-
quency (wavelength is 300 m) but electrically large for a 10 GHz frequency (wavelength is 3 cm).



3.3 TRANSMISSION AND RECEPTION OF ELECTROMAGNETIC WAVES 55

Table 3.1 Relations Between Physical Area, Effective Antenna Area, and Antenna Gain.
Physical Effective Antenna  Antenna Gain
Antenna Type Area Area (Acgr) (G)
Isotropic antenna N/A ;\i 1
us
Small dipole or half-wavelength dipole < \? ~gea ~3
Parabolic reflector antenna Aparab ~ % Aparab ~ 38; parab
Various horn antennas Atom ~ 0.5Ahom to ~ 35 Apom 10
0.81Anom 3 i;w Avorn
Rectangular array of n half-wave dipoles with half- ~ n(0.5 )\)2 ~ n(O.S)\)2 ~ nm
wavelength spacing in front of a ground plane
From H.T. Friis, A note on a simple transmission formula, Proc. IRE 34 (5) (May 1946) 254—256, with antenna gain estimated
using (3.37).

700 MHz

FIGURE 3.13
10 dBi horn antennas at different frequencies from 700 MHz at the extreme right to 37 GHz at the extreme left.

given in Fig. 3.13. All antennas have the same gain and a similar electrical size of ~ X X X but evi-
dently very different physical sizes.
Conversely, if the physical antenna area is kept constant while the frequency is increased, the
antenna gain will tend to increase at the rate
Gy fz)2
== = (L (3.39)
i

At the same time, the lobe width becomes narrower since it is inversely proportional to the
directive gain. For a planar array, an approximate relationship between the horizontal HPBW
wuppw and the vertical HPBW Opppw (both in degrees) and the directive gain D is

32,400
D~ LA (3.40)
rppw OupBwW
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Returning to the horn antennas in Fig. 3.13, if the higher frequency horns would be as big as
the 700 MHz horn (or rather use the same effective antenna area), the antenna gain would be
19 dBi at 2 GHz, 33 dBi at 10 GHz and a staggering 44 dBi at 37 GHz. Simultaneously, the lobe
widths, assuming for simplicity that (3.40) is applicable also for a horn antenna, would go from 57°
at 700 MHz to 19° at 2 GHz, 4° at 10 GHz and 1° at 37 GHz.

Increasing the physical antenna size or increasing the frequency'® (thereby increasing the
electrical size) is hence effective means for making an antenna focus its radiation into a nar-
rower angular interval and hence increase the antenna gain in the corresponding directions. This
can be very beneficial for communication purposes as more energy can reach a receiver in a
certain direction and less energy is transmitted in unwanted directions where it would interfere
with other communication equipment. However, high directivity is of little or no use if it cannot
be controlled so that the energy is steered in the desired direction to reach the intended
receiver. Physical rotation of the antenna is sometimes used, for example, for some radar trans-
missions. However, electrical steering is much more suited to the high demands of mobile com-
munications where the same antenna is to be used to communicate with one or more mobile
users, and transmission directions can change drastically on a millisecond time scale. Such steer-
ing is achieved using antenna arrays, where an effectively large antenna is synthesized using
several individually controlled smaller antennas. Antenna arrays will be discussed in detail in
Chapter 4, while methods for determining how to spatially distribute the energy will be treated
in Chapter 6.

TRANSMISSION AND RECEPTION OF ELECTROMAGNETIC WAVES:
FREE-SPACE PROPAGATION

THE RECIPROCAL RADIO CHANNEL

The relation between the signal'* transmitted from a first antenna and the signal received at a
second antenna is characterized by the radio channel. If the medium in which the radio waves
propagate between the antennas is linear and isotropic, one can show using Maxwell’s equations
that the radio channel is unchanged even if the second antenna is transmitting and the first
antenna is receiving. We say that the radio channel is reciprocal. The condition of reciprocity
has been found to apply to almost'” all radio channels experienced by mobile communication
systems.

Reciprocity allows information about the radio channel in one direction to be inferred from
measurements of the radio channel in the opposite direction, which is of great importance for some
advanced antenna transmission schemes as discussed further in Section 6.4.2.

BSince the radio frequency spectrum is regulated this is seldom an option.

14Signals can be represented by currents or voltages at the antenna terminals that drive the current distribution on the
antenna and hence the radiated electromagnetic waves.

>This is mostly true for the desired signal; however, nonlinearity in the transmitter or in the antenna can create interfer-
ing signals due to passive intermodulation. This is a well-known problem in mobile communication systems.
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FIGURE 3.14

An isotropic antenna radiates the power P;. This power is distributed uniformly over the area of a sphere. At a
radius 7 from the antenna, the power density S of the electromagnetic waves is P, /47r?.

FRIIS’ EQUATION

Assume that a lossless isotropic antenna radiates electromagnetic waves with power P, equally in
all directions (see Fig. 3.14). In free space, the power density (power per unit area) of these waves
at a distance of r equals

_ B
 4ar?
since the area of a sphere enclosing the antenna is 477>, Note that the power density is the same
for any transmitted frequency. Now insert a lossless isotropic receiving antenna at distance r with a
polarization that is matched to the field. Utilizing the effective antenna area of the isotropic antenna
that was introduced in Section 3.3.7.5, the received power by this antenna can be determined to be

S

(3.41)

P = SAcfi isotropic = %% =P, <4:\rr>2 (3.42)
In logarithmic units,
Py 4gm = Piagm — 20log, (4—;r\r) , (3.43)
which can be reformulated as
FSPL4g = Pidgm — PraBm = 20log, (?), (3.44)

where the right-hand side is often referred to as the free-space path loss between isotropic antennas
(FSPL). It should be emphasized that the frequency dependence of the FSPL is due to the
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frequency-dependent effective antenna area of the receiving antenna and not due to any losses that
occur between the transmitting and receiving antenna (which is a common misconception).

For an arbitrary transmit antenna, the power density of the radiated waves in the direction
(Ht, 90[) from the antenna will depend on the antenna gain G (9[, got) as

S§= SisolropicGt (01, @t) . (3.45)

Similarly, the effective antenna area of the receiving antenna is dependent on the antenna gain
G, (Hr, apr) and the receive antenna polarization according to Eq. (3.37).
Hence, the received power in free-space propagation conditions will be

2
P, = SAe['I',isolropic =PGy (915 801) Gr (er: (pr) (%ﬂ_r) ‘X(@, 90)}2- (3.46)
The polarization loss factor }X(Q, <p)‘2 accounts for the possible mismatch between the transmit
antenna polarization 1), and the receive antenna polarization %), as discussed in Section 3.3.7.5. In
the worst case, when the transmit and receive polarizations are orthogonal, no power is received at
all. Antenna systems employing dual polarizations in transmission and/or reception are an efficient
way to mitigate this loss, since the power that is lost by using one polarization can be recovered
using the orthogonal polarization.
Considering only co-polarized antennas and antennas that are aligned such that the maximum
antenna gain is in the direction of the other antenna, Eq. (3.46) can be simplified to

A 2
P, = P.G\G; (—) . (3.47)
4rr

This equation is attributed to Harald T. Friis [1] and tells us that the received power in free
space drops with the inverse square of the distance, but that it can be increased using directive
antennas at the transmitter or receiver. We can also see that if the directive gains of the antennas
are constant, the received power reduces with increasing frequency (the wavelength \ becomes
shorter) at a rate of 20log,,(f) in dB. Unless we can increase the directive gains of the antennas,
the coverage will become worse the higher the frequency becomes. Fortunately, as was described
in the previous section, higher frequencies allow the antennas to become electrically larger for a
given physical size, and hence the antenna gains will grow with frequency as well. For a fixed
physical area, the antenna gain of an antenna grows as 20log,,(f) according to Eq. (3.39). Using a
fixed size transmitting antenna (such as a parabolic reflector antenna) and an isotropic receiving
antenna (or vice versa) results in a frequency-independent path loss, since the reduced power due
to the effective antenna area is exactly canceled by the increased directivity. Utilizing fixed size
antennas for both transmission and reception results in a received power that increases with
increasing frequency. The caveat is of course that the directivity also increases with frequency and
hence two highly directive antennas need to be pointed toward each other, with a direction error
that is less than the HPBW. This can be achieved with little effort for a fixed transmission link but
can be very challenging for mobile communication systems, particularly in the presence of multi-
path propagation, which will be discussed in the next section. Here AAS are required to steer the
high directive gains in the desired directions in space. Methods for adapting the radiation pattern in
order to utilize the antenna area and directivity are the basis for AAS and will be discussed
throughout this book, in particular in Chapter 6.
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WAVE PROPAGATION IN REAL-WORLD ENVIRONMENTS

Real-world wireless communication scenarios involve propagation in complex environments where
the radio waves interact with various objects through processes such as reflection, transmission, dif-
fraction, and scattering. These interactions are well understood for simpler canonical scenarios such
as those shown in Fig. 3.15 where Maxwell’s equations in combination with appropriate boundary
conditions can be used to analytically or numerically compute the resulting electromagnetic fields.
However, for radio wave propagation in, for example, a building or a city, the scale of the problem
makes it challenging or even impossible to accurately calculate the electromagnetic waves and
fields using such methods or even to accurately describe the environment with subwavelength accu-
racy. Instead empirical models and engineering rules of thumb have been developed through mea-
surements of wireless propagation.

In this section, we will discuss how the radio waves interact with the environment creating
variations on different scales. We speak about large-scale channel variations when discussing
characteristics such as path loss, shadow fading, and time and angular dispersion, which vary on
the meter to kilometer scale. The large-scale variations can be understood as determining the
average power and distribution of multi-path. The constructive and destructive superposition of
multi-path creates small-scale channel variations, or fast fading, which occur on the scale of the
wavelength.

~N 7

\

Reflection Transmission
Diffraction Scattering

FIGURE 3.15

Schematic illustrations of reflection, transmission, diffraction, and scattering that represent basic types of
interactions of electromagnetic waves with the environment.
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FIGURE 3.16

Measured path loss versus distance (black dots) between a macrocell and a user equipment (UE) on ground. The

dotted line represents free space path loss and the dashed line represents a slope proportional to r*.

PATH LOSS AND SHADOW FADING

We define the path loss between isotropic antennas (“path loss” in short) as the ratio between the
transmitted power and the locally averaged'® received power where both transmitter and receiver

are using lossless isotropic antennas:

. . . .. 17
or, in logarithmic units "

PL(dB) = Pt(dB) - Pr(dB)-

When there is line of sight (LOS) between the transmitter and receiver, the path loss is usually
similar to that in free space, that is, proportional to r* (or 20log,,r in dB units). In non-line of sight
(NLOS) conditions, the attenuation caused by obstructions such as terrain, buildings, trees, and
walls will cause greater path loss variations, including an increase with distance at a more rapid
rate. One example from an outdoor measurement in a macrocell scenario is shown in Fig. 3.16. It
can be seen that the path loss is sometimes close to the reference FSPL curve. This is typical for
locations in LOS. In NLOS the path loss tends to increase faster with increasing distance due to the

!The local average is done to remove small-scale variations due to constructive or destructive superposition of multi-

path. A suitable averaging length is >10\ (compare Fig. 3.19).

7Radio engineers prefer to use dB values since the path loss conditions under which a communication system typically

operate span many orders of magnitude.
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presence of obstructions such as terrain, buildings, and trees, and also experience more variability
around the mean value for a specific distance. Empirical fitting of a curve with a constant slope
against these results produces a path loss proportional to approximately 7* (or 40log,,r in dB units).
The variability of observations around this linear model is commonly normal distributed in logarith-
mic units with typical standard deviations in the range of 6—10 dB. These variations are referred to
as log-normal fading or shadow fading and are caused by local variations in the amount of obstruc-
tions that cause variations in how much the radio waves are “shadowed” by the obstructions, hence
the name shadow fading. Shadow fading tends to be spatially correlated, that is, in locations near
each other a similar offset from the mean path loss is experienced.
A simple empirical one-slope path loss model is the ABG model, defined by:

PL(dB) = A + Blog,,r + Glog,of + o, (3.50)

where A is an offset, B is the slope with respect to distance, G represents the frequency dependence
of the path loss, and o represents the log-normal fading. Different values for these parameters have
been observed for different scenarios (urban, suburban, rural, indoor) and for different antenna
heights (see, e.g., the Hata model [2] or Table 3.2). For outdoor deployments, increasing the
antenna height tends to increase the coverage but also the interference to neighboring cells.

As seen in the previous section, the frequency-dependent effective antenna area of the isotropic
receive antenna causes a 20log,,(f) dependence for the path loss in free space. In outdoor NLOS
propagation conditions, the frequency dependence is similar but in certain conditions somewhat
stronger due to losses incurred by diffraction, attenuation by trees and foliage, etc. In addition,
atmospheric losses due to oxygen absorption (around 15 dB/km in a band around 60 GHz) or rain
may cause additional losses at higher frequencies; however, these are seldom significant at the fre-
quencies and cell sizes used in cellular networks.

Table 3.2 Typical Distance and Frequency Dependence of the Path Loss in Different Common
Scenarios.

Typical Distance Typical Frequency
Scenario Dependence (B) Dependence (G)
Free space and LOS 20 20
Urban macrocell 20 at short range, increasing to 20-23

~40 at longer range or for

Suburban macrocell . 23
lower frequencies
NLOS Rural macrocell 20-23
Urban microcell 35 21-23
Indoor cell 38 23-25

Based on 3GPP TR 38.901, Study on channel model for frequencies from 0.5 to 100 GHz, 2019 [3], ITU-R Report M.2412, Guidelines
for evaluation of radio interface technologies for IMT-2020, 2017 [4]. M. Riback, J. Medbo, J.-E. Berg, F. Harrysson, H. Asplund,
Carrier frequency effects on path loss, in: 2006 IEEE 63rd Vehicular Technology Conference, Melbourne, Victoria, 2006,

pp- 2717—2721 [5]. Millimetre-wave based mobile radio access network for fifth generation integrated communications (mmMAGIC),
Measurement Results and Final mmMAGIC Channel Models, Deliverable 2.2, H2020-ICT-671650-mmMAGIC/D2.2, May 2017 [6].
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BUILDING PENETRATION LOSS

Path loss models such as the ABG model have been instrumental in dimensioning and deploying
earlier generation cellular communication systems, where the design target was outdoor (vehicular)
coverage. However, due to the successful introduction of handheld mobile phones there has been
an increased demand for indoor coverage. As was discussed in Section 2.1.5, the majority of net-
work traffic originates indoors. Hence, the additional loss that the radio waves experience when
propagating into a building needs to be characterized and taken into account in the radio network
design and deployment. This loss obviously depends on the materials used to construct the building.
Brick or concrete usually provides larger attenuation that increases rapidly with frequency, while
regular glass is quite transparent also to radio waves. On the other hand, metal-coated glass that is
being increasingly used for energy-saving purposes incurs a high loss to the radio waves. Since the
radio waves may take many different paths into the building, the effective loss L.k through the
external building wall can be approximated by a weighted average of the losses L,,n=1...N of
the N different materials of the building fagade taking into account the relative proportions p,, of
the surface area of the external facade composed of the different materials

L
Pt

The intuition behind this expression is illustrated in Fig. 3.17 (left), where the loss is often
determined by the most transparent material even if this material only makes up a smaller fraction
of the total facade area.

Empirical models for the building penetration loss have been developed and calibrated against
measurements, for example, by 3GPP [3] as shown in Fig. 3.17 (right) and by the ITU-R [7]. These

Let = (3.51)

60

—— Energy-efficient building
59 + |~ = =Regular building

40|
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201

Building penetration loss (dB)

1GHz 10 GHz 100 GHz
FIGURE 3.17

The effective building penetration loss is often determined by the losses of the different facade materials
weighted by their relative area (left). Building penetration loss at perpendicular incidence to the external wall
according to a model developed by 3GPP (right).
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models distinguish between two classes of buildings, “traditional” buildings having regular glass
where the penetration loss is limited even for mm-wave frequencies, and “energy-efficient” build-
ings equipped with metal-coated glass where the penetration loss can easily reach 20 dB even at
low frequencies.

Further losses are experienced due to internal walls and furniture when propagating deeper into
the building. As a rule of thumb, the additional loss in a building with an open floor plan can be
modeled by 0.2—0.5 dB/m extra loss, while the presence of thicker internal walls may result in
0.5—2 dB/m extra loss.

A practical consequence of the frequency dependence of the NLOS path loss and building pene-
tration loss is the challenge in providing similar coverage at higher frequencies to that of current
cellular networks in the 1—-2 GHz range. The use of antenna directivity becomes even more impor-
tant for ensuring high-frequency coverage in real-world propagation environments including out-
door to indoor, where penetration and diffraction losses are higher than in free space. However, the
principles outlined for antenna gain as a function of frequency in the previous section are still valid;
hence increased directivity and beamforming is the method of choice to ensure high-frequency
coverage.

MULTI-PATH PROPAGATION

An electromagnetic wave that is reflected, scattered, etc., in a complex environment will give rise
to many secondary electromagnetic waves of varying strength and propagation directions. A num-
ber of these waves will reach the receiving antenna which will experience a multi-path propagation
channel (see Fig. 3.18). If a certain radio wave is traced back from the receiver to the transmitter,
this wave can be seen to have propagated along a certain propagation path, as illustrated in the fig-
ure. Multi-path propagation has been one of the main challenges to radio wave communications but
has in recent years also been understood to provide additional opportunities for efficient communi-
cation. This will be further elaborated in the coming chapters, especially in Chapter 6, and in par-
ticular when it comes to exploiting multi-path for spatially multiplexing several data streams to the
same user as described in Section 6.3.

3.5.3.1 Fast fading

Consider one of the propagation paths in Fig. 3.18. If the length of this propagation path is d,, the
wave front will reach the receiver after a delay 7, = d,/c. For a time-harmonic wave with wave-
length X this time delay is equal to a phase shift e 727/ If the transmitter or receiver position is
(locally) shifted by r, each individual propagation path will become shorter or longer depending on
the propagation direction k,, in relation to the position shift, that is, as Ad, =k, r. The superposi-
tion of many waves with different directions of propagation k, and hence different phase shifts
Ad, will result in constructive or destructive superposition depending on the phase relations
between the waves. As the spatial position r is varied, the relative phases also change. This will
cause a standing wave pattern in space with dips and peaks (see Fig. 3.19).

An extreme example is the superposition of two equal strength waves with opposite propagation
directions, that is, k, = —k; (see Fig. 3.6). If these two waves are in phase at a certain point, then
they will be 180° out of phase a quarter of a wavelength away along the propagation direction and
hence completely cancel each other. Such nulls will occur every half-wavelength. However, if the
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Receiving
antenna

Transmitting
antenna

FIGURE 3.18

A multi-path propagation channel, containing a number of propagation paths characterized by their angles of
departure (6, ¢,) and arrival (6;, ,), path lengths, and relations between transmitted and received amplitudes and

polarizations.

two waves have almost the same propagation direction, the distance between peaks and nulls will
be much longer, since the two waves need to propagate much longer distance before the difference
in phase shifts becomes noticeable. This exemplifies the relation between the angular dispersion of
the waves and the rate of fading and will be discussed more in the next subsection.

An antenna moving through the pattern will experience signal fading due to the varying field
strength. The faster the antenna (or objects in the environment) moves, the faster the signal varia-
tions. Since these variations occur on the scale of a fraction of the wavelength (decimeter to milli-
meter range for mobile communication systems) they are typically referred to as fast fading, as
opposed to the slower variations of the path loss and shadow fading.

Two nearby but not colocated antennas will experience similar but not identical fading varia-
tions. As the separation of the antennas increases, the similarities decrease. This is exploited in
antenna diversity schemes, where the use of multiple antennas can mitigate the fading variations
since the probability that two or more antennas simultaneously experience a fading dip is low.



3.5 WAVE PROPAGATION IN REAL-WORLD ENVIRONMENTS 65

SN
XN

V2SN
e
\ /';':'t"‘“\“\‘\“‘.
W

FIGURE 3.19

The constructive and destructive superposition of multiple waves impinging from all directions in the x-y plane
creates a standing wave pattern with peaks and dips, here shown as the logarithmic magnitude of the field
strength in two dimensions. The black thick line represents the field strength that is experienced along a specific
trajectory through this standing wave pattern.

In a rich scattering environment where many waves of similar strength but different propagation
directions are superimposed, the real and imaginary parts of the elements of Ej tend to become
complex Gaussian as a result of the law of large numbers. Hence, the amplitude of the phasors
becomes Rayleigh'®-distributed. If one wave is much stronger than the others, this results in a non-
zero mean of the phasor and hence the variation of the amplitude becomes more shallow. The
resulting amplitude distribution is Ricean,'’ characterized by the power ratio K between the strong
wave and the sum power of all other waves. Rayleigh fading is commonly observed in NLOS con-
ditions, while Rice fading is more likely in LOS conditions. However, exceptions to this may occur
as sometimes there is a dominant propagation path also in NLOS conditions, or there could be mul-
tiple similar strength paths in LOS. Examples of Rayleigh and Ricean fading and their distributions
are given in Fig. 3.20.

3.5.3.2 Angular dispersion

As mentioned above, the spatial separation of the fading dips is a function of the angular dispersion
of the waves. When waves are incident from all possible directions in two or even three dimensions
the fading dips are spaced by approximately \/2, as in Fig. 3.19, while a distribution in a narrower
angular interval results in much larger separation between the fading dips as along the y-direction
in Fig. 3.21.

In a cellular communication scenario, more reflections and scattering occur around the user
equipment (UE) than around the base station, since the latter is usually installed with a less

'®Lord Rayleigh who has given name to the fading and random distribution was a Nobel Prize winner who made many
crucial contributions to science including providing the theoretical explanation for why the sky is blue.
“Stephen Rice was one of the pioneers of communication theory.
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FIGURE 3.20

Examples of Rayleigh and Ricean fading in space (left) and the cumulative distribution functions of these two
distributions (right).
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FIGURE 3.21

Example of a standing wave pattern due to waves impinging from a limited angular interval, here within 45° of
the positive x-axis. The black thick line represents the field strength that is experienced along a specific
trajectory.

obstructed view to provide good signal coverage in an extended area, as in the case with an above-
rooftop macrocell base station (compare Fig. 3.22).

An example of the measured angular distribution of multi-path at a macro site is shown in
Fig. 3.23. The circles illustrate the directions and relative powers of the multi-path components
arriving at the base station from transmission by a single UE. By comparison of the directions with
the underlying panoramic photo, the origin of the different paths can be identified as reflections
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FIGURE 3.22

Sketch of difference in angular spread between an elevated macrocell base station and a user equipment (UE) that
is surrounded by scattering objects.
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FIGURE 3.23

A panoramic view from a macro base station, with circles representing the measured directions of arrival and
relative power of different multi-path components reaching this base station from a single mobile terminal located
in the approximate direction (12°, — 5°). These measurements have been reported in Ref. [8].

from buildings, diffraction over roof edges, scattering from trees, etc. The paths are distributed
over a wider angular range in the horizontal direction than in the vertical direction. This is a result
of the distribution of scattering objects around the UE that is confined in height by the difference
between the ground level and the highest objects (buildings, tree tops) but can span a large horizon-
tal area.
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Table 3.3 Typical Angular and Time Dispersion in Different Common Scenarios.

Typical Horizontal (Azimuth)  Typical Horizontal Typical rms
rms Angular Spread at Base (Azimuth) rms Angular Delay
Scenario Station (degrees) Spread at the UE (degrees) Spread (ns)
LOS 0-5 0—-50 0—100
Urban macrocell 5-25 20—-90 50—-500

Suburban macrocell 3—15

NLOS Rural macrocell 3-10
Urban microcell 10-30 50—-300
Indoor cell 10—40 20—100

Note: The angular spread in the elevation dimension is typically an order of magnitude lower than in the azimuth dimension.
Based on 3GPP TR 38.901, Study on channel model for frequencies from 0.5 to 100 GHz, 2019 [3], ITU-R Report M.2412,
Guidelines for evaluation of radio interface technologies for IMT-2020, 2017 [4].

Since the UE is typically surrounded by scatterers, the angular spread as seen from it tends to
be much larger (see, e.g., Ref. [9]). The resulting fading pattern at the UE side therefore resembles
the example in Fig. 3.19, while at the base station side the fading pattern tends to vary at a slower
rate as in the example in Fig. 3.21.

The angular dispersion can be quantified by the rms angular spread (definition in
Section 3.6.1.2) and typical values are provided in Table 3.3. Angular dispersion is of crucial
importance for AAS, as will be further elaborated in Section 6.3.5.

3.5.3.3 Time dispersion and frequency-selective fading
The phase e %27/} of a time-harmonic wave propagating along a path with length d,, is also a func-
tion of the wavelength. Changing the wavelength or equivalently the frequency of the wave, say by a
shift Af, also changes the phase. In multi-path propagation where the propagation paths of different
waves have different lengths, the superposition of the waves also becomes frequency-dependent, which
is referred to as frequency-selective fading. An example of frequency-selective fading is shown in
Fig. 3.24 (right). In analogy to the spatial fading, the rate of fading in frequency is proportional to the
spread of propagation path lengths of the radio waves. Since the path length d can be converted into a
time delay 7 using the speed of light as 7 = d/c, the spread is referred to as the fime dispersion.

Some further intuition can be achieved with the help of a simple example with two propagation
paths having equal amplitude and phase at a certain carrier frequency f. but different propagation
lengths according to dy = d; + Ad. In this case, the phase difference between the two paths as a
function of the frequency f=f. +Af is 27wA7TAf. The two paths are in phase when
2rATAf =nm,n=0, =1, =2,... and 180° out of phase when 27ATAf =nw+ 7/2. Thus
frequency-selective fading will be observed, where the maxima (or minima) will occur regularly
with 0.5/Ar spacing in the frequency domain. As a numerical example, a 250 ns delay difference
will result in nulls every 2 MHz, while a 25 ns delay difference creates nulls every 20 MHz.

The time dispersion can be directly observed in the channel impulse response (formally defined
in Section 3.6.2.6), which characterizes the relative path powers and times of arrival (see Fig. 3.24,
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FIGURE 3.24

A measured channel impulse response that shows the power reaching the receiver as a function of the time delay
that is proportional to the path length (left), and the same channel as a function of frequency relative to the
carrier frequency (right).

left). The rate of variability in frequency, for example, the distance between the fading dips in fre-
quency, is commonly characterized by the coherence bandwidth,”® which is inversely related to the
time dispersion of the propagation paths. Similarly, the time dispersion is usually characterized
using the rms delay spread.”’ Typical values for the rms delay spread in different scenarios are pro-
vided in Table 3.3.

Time dispersion has been a constant nemesis in the design of wireless communication system,
since it makes it challenging to transmit information at a high rate without encountering intersym-
bol interference, where previously transmitted symbols interfere with the present one after having
propagated through the channel. Chapter 5, will discuss how OFDM-based transmission as used in
4G and 5G systems can mitigate the impact of the time dispersion.

3.5.3.4 Doppler spread
For a moving receiver antenna, the incoming waves will appear to be shifted in frequency due to
the Doppler effect. The size of this Doppler frequency shift is

o= Ecos(ﬂ), (3.52)

where v is the speed and ¥ is the angle between the direction of movement and the incident wave.
Hence, a moving antenna in a multi-path channel will experience a Doppler spread of the channel
due to different Doppler shifts of different incident waves. Note that by reciprocity the same effect
occurs for a moving transmitting antenna in relation to the outgoing waves. The Doppler spread is

2ODjfferent definitions of coherence bandwidth are in use, but it can generally be understood as the frequency range over
which the channel variations are smaller than some threshold.
2! A mathematical definition of the rms delay spread is provided in Section 3.6.1.1, equation (3.56).
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related to the rate of change of the channel in time, which is typically quantified by the coherence
time. A higher Doppler spread results in more rapid time variations. Increasing the speed of the
moving antenna increases the Doppler, as does increasing the frequency. These rapid variations can
be challenging for providing a robust communication link, particularly for high-speed mobility and/or
higher carrier frequencies.

3.5.3.5 Polarization scattering

Interactions with the environment may also affect the polarization of the wave. Reflection or trans-
mission coefficients can be different for different polarizations resulting in a polarization change.
An everyday example of this is when randomly polarized sunlight reflects off wet asphalt or water
and becomes more predominantly horizontally polarized such that the reflections can be suppressed
using polarized sunglasses. Reflections also involve a direction change that causes the sense of
rotation of the electric field vector to change, thereby translating a RHCP to a left-hand circular, or
a +45° to a —45°, or vice versa. Diffraction and rough surface scattering coefficients may also be
polarization-dependent.

When a single wave undergoes multiple polarization-affecting interactions or when multiple
waves with dissimilar polarization scattering are superimposed, the resulting polarization will deviate
from that of the transmitted wave. It has been found [10] that this deviation is usually the smallest if
the wave had been transmitted with vertical or horizontal polarization, most likely due to the fact that
the ground and most man-made surfaces are horizontal or vertical. The power in the orthogonal
polarization component, for example, horizontal for a vertically polarized transmitted wave, is typi-
cally 6—10 dB weaker than that received in the original polarization. The power ratio between the
original and orthogonal polarization is commonly denoted as the cross-polarization ratio (XPR).

Furthermore, the polarization-dependent scattering coefficients typically cause the fast fading varia-
tions to be more or less independent between different combinations of transmit and receive polariza-
tions, for example, the H-to-V channel experiences fast fading variations that are uncorrelated to those
on the V-to-H, V-to-V, or H-to-H channel. Here it is important to note that the XPR values and lack of
correlation are specific to the VP and HP. Other (orthogonal) polarization pairs may result in other
XPRs and correlations with results that can sometimes be a bit surprising. As an example, a +45°
transmitted wave will typically be received with similar power on a +45° and —45° polarized antenna
in NLOS conditions; hence the XPR for a +45°-polarized wave is often close to 0 dB.

3.5.3.6 Summary of multi-path propagation
To summarize, signal fading in space and in frequency occurs due to multi-path dispersion in angle and
delay. Multi-path has traditionally been one of the main challenges of wireless communication due to the
associated time dispersion and signal fading; however, in more recent years advances in receiver design,
link adaptation, frequency-selective scheduling, channel coding, and antenna diversity schemes have mit-
igated the impact and made communication systems such as 3G and 4G more resilient to multi-path.
OFDM-based transmission schemes as used in 4G and 5G are particularly robust to time dispersion.
Moreover, by making observations of the local field strength for multiple spatial positions and/or
polarizations through the use of multiple transmit and/or receive antennas, it is possible to distinguish
different waves from each other and thereby achieve multiple parallel communication channels. This
forms the foundation of multi-antenna and MIMO (multiple-input, multiple-output) communications
in which different waves are modulated to carry different information (more on this in Chapter 6).
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It should be noted that time dispersion, angular dispersion, and Doppler spread are not always
independent of each other. Enhancing some propagation paths while suppressing others using direc-
tional antennas or beamforming can have an impact also on the time dispersion and the Doppler
spread. For instance, the propagation paths shown in Fig. 3.23 also have different propagation
delays. An antenna that focuses the radiation along some of these paths may then also change the
experienced time dispersion.

MODELING OF WAVE PROPAGATION AND THE TRANSMISSION OF
COMMUNICATION SIGNALS

Models for the wireless wave propagation are instrumental when developing and evaluating com-
munication technologies including advanced antenna schemes. A model is expected to capture key
characteristics such as the path loss and the multi-path and associated channel dispersion. Such
models may be used in research, standardization, and predevelopment of wireless communications,
sometimes years or even decades before actual products are available. Typical and representative,
sometimes even challenging propagation conditions are expected to be reproduced by the model so
that the communication can be ensured to be robust against challenging conditions and optimized
for typical propagation conditions.

Different ways of representing the wireless propagation of signals between the transmitting and
receiving antenna can be used. Two main classes of representations are the radio channel and the
directional propagation channel (compare Fig. 3.25), where the radio channel relates the transmit-
ted and received signals (e.g., voltages or currents at the antenna feeds or antenna ports’”) while
the directional propagation channel relates the transmitted and received radio waves [11]. The main
difference between these two representations is that the radio channel includes the impact of the
transmitting and receiving antenna through their radiation patterns g,(0, ¢) and g.(0, ), while the
directional propagation channel is independent of the antennas. Models for the radio channel are
also needed for the design and evaluation of the communication system, for example, how informa-
tion should be converted into signals and how these signals should be decoded into information at
the receiver. Earlier generations of communication systems were developed mainly using channel
models of the wireless radio channel, typically consisting of a path loss model together with a sto-
chastic model for the channel coefficients H(f, ) over a limited frequency range.

However, the advent of multi-antenna technologies together with advances in propagation mea-
surement capabilities has led to a better understanding of the directional properties of the radio
channel and how to utilize these for more efficient communication. The use of more directive and
steerable antennas creates a need for more accurate modeling of the directional properties that has
led to the development of more advanced directional propagation models.

To summarize, the directional propagation channel describes the propagation paths while the
radio channel describes the relation between the transmitted and received signals. In the following
we will describe the directional propagation channel and the radio channel in more detail, followed
by an overview of different models for these two.

*2Formal definitions of the antenna port will be introduced in Section 8.3.1.
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FIGURE 3.25

Ilustration of the radio channel and the double-directional propagation channel.

DIRECTIONAL PROPAGATION CHANNEL

The directional propagation channel is most readily described by the propagation paths. With refer-
ence to Fig. 3.26, the n:th propagation path can be characterized by a set of properties
{Tn,ﬂm, Geps Oy ©p > Ans Qn} defined as follows:

A time delay 7, that is proportional to the propagation path length d, as 7, = d,/c;

A direction of departure from the transmitter, typically specified with respect to a local horizon-
aligned coordinate system centered on the transmit antenna as an azimuth angle ¢, , and zenith
elevation angle 6, ,. This direction of departure can also be expressed using the unit vector

Tn =k, pointing in the direction (6, ,, ¢,,) that is, in the propagation direction of the
departing wave;

A direction of arrival at the receiver, typically specified with respect to a local horizon-aligned
coordinate system centered on the receive antenna as an azimuth angle ¢, , and zenith elevation
angle 6, ,. This direction of arrival can also be expressed using the unit vector ?r,n = —k,, pointing
in the direction (6, ,, cpr,n), that is, opposite to the propagation direction of the arriving wave;

A relation between the electric field strength E;, of the transmitted wave along the n:th
propagation path and the electric field strength E,, of the wave as it reaches the receiver. This
relation can be expressed with Jones vectors as follows:

E.pn=a,e P, Eq (3.53)

=n=Ll,
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FIGURE 3.26

Ilustration of parameters describing the n:th propagation path in a directional propagation channel.

where e /27T represents the phase shift of the wave due to the propagation path length, a, repre-
sents additional attenuation and phase shift due to interactions between the wave and the environ-
ment (compare Fig. 3.15), and ¥, accounts for the relative attenuations and phase shifts between
the different transverse field components of E;; and E,, and is given by the 2 X2 polarization
scattering matrix in a Jones representation form

I |:1/)919,,n wip‘g. N :| ) (354)

1/)()‘ Ppstt 1% Qp,lt

The coefficient ¢, , contains the relative amplitude and phase shift of the @, component of
the wave at the receiver if the wave at the transmitter was polarized in the 6, direction and simi-
larly for the other elements in the polarization scattering matrix ¥, . Note that the polarization scat-
tering matrix can also be written on a non-Jones form.”’

Since ¥, contains the relative amplitudes and phases of the different field components it is cus-
tomary to normalize it such that one of the co-polarized coefficients equals unity, for example,
Ypo.n = 1. The relative power of the corresponding co-polarized component of the wave is

ZThe polarization matrix can also be represented in a real-word 3D coordinate system as a 3 X 3 matrix

\P,,=[5r @r]gn{al @1]1‘

and the electric field corresponding to (3.52) but using a 3D coordjlnate system can then be written as
E.,=a, e 2Ty, wEin. When here evaluating ,E,, it is seen how [49l P, E., =E,, expresses the electric field on
the transmit side in coordinates with basis vectors 91 and @, while left multiplication with Ie @, | transforms from
the Jones vector E in basis 0,, @, to 3D coordinates producing electric field vector E,,. This shows the equivalence
between ¥, and \Il,,, which can be used interchangeably, just like Jones and non-Jones representations for vectors repre-
senting transverse electric fields can be interchanged.
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Pn = la,|*. This power can be specified in relation to a unit power transmitted wave and include the
path loss along the propagation path, or it may be normalized so that " p, = 1.

Note that for a free-space channel where there is a single propagation path, the polarization
scattering matrix for that single path is given by

10
oV

Based on these characteristics, different metrics for the dispersion of the channel are defined in
the following subsections.

3.6.1.1 Delay dispersion

The mean delay of the channel is

_ LT (3.55)

The rms delay spread is

_  [ZPn = Tmen)” (3.56)

m > P

As can be seen, the mean delay and rms delay spread take into account both the relative delays
7, and the relative strengths p, of the propagation paths. Hence, a later arriving path has a much
stronger impact on the rms delay spread if it is strong than if it is weak. For early digital receivers,
the rms delay spread was found to be quite well correlated with the bit error rate of the communica-
tion link. For OFDM-based transmission, the time dispersion influences the choice of cyclic prefix
length. The rms delay spread will vary depending on the scenario, but some typical ranges are pro-
vided in Table 3.3.

3.6.1.2 Angular dispersion

The mean azimuth and mean elevation angles of departure and arrival and the corresponding rms
angular spreads can be determined in a similar way as the rms delay spread, though one must be a
bit careful when determining these measures due to the cyclic nature of angles. Hence, the mean
azimuth angle of departure can be determined as

Pimean =T Y _ Py (3.57)
and the rms azimuth angular spread of departure as
5P (P Prunean)”
#trms (3.58)
" \/ > DPn

where the difference ¢, — ¥ ean Should be determined as the smallest difference in the unit circle.
The same definitions can be used for all the angles of arrival and departure by just replacing ¢,
with another angle.

Typical ranges of the rms angular spreads are provided in Table 3.3. The rms delay spread and
rms angular spread represent convenient metrics for characterizing the time and angular dispersion.
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However, the reader should be cautioned that these metrics do not capture all the characteristics of
the dispersion. Very different distributions in delay or angle can still result in the same rms spread,
for example, two equal amplitude paths with little separation can result in the same rms spread as
two widely spaced paths with unequal amplitude.

3.6.1.3 Polarization cross-scattering

The cross-polarization ratio (XPR) x characterizes the relative power that is scattered from one
polarization to the orthogonal polarization and can be determined as

2

Z Pn ¢9,¢,.,n
v = ——— (3.59)
Z Pn |w€l9,,n |
2
an w,a‘(),.n
fpy = —— 1 (3.60)
> Pn|Vgon

Typically, kyg &~ xpgy and assumes values in the range —6 to —10 dB [10].

RADIO CHANNEL

In practice, it is impossible to directly observe all the propagation paths in the directional channel.
Instead these can be estimated from finite resolution measurements of delay-sensitive (i.e., wide-
band) signals transmitted or received using directionally sensitive antenna arrays. In the following,
a model for the radio channel, that is, the relation between transmitted and received signals, will be
derived using the propagation paths characterizing the propagation channel. This model forms the
basis for developing and evaluating multi-antenna transmission schemes and will be utilized for the
mathematical treatment of array antennas, OFDM transmission, and multi-antenna technologies in
the coming chapters of this book.

3.6.2.1 Baseband signal representation

With reference to Fig. 3.27, the radio frequency signal xgg(f) that is the input to the transmit
antenna is generated by letting a complex-valued low-pass baseband signal, x(¢), modulate a carrier
with frequency f.,

xrr(t) = Re{x(r)e”™™'} (3.61)

The signal transmitted at radio frequency is a real-valued passband signal and the baseband sig-
nal is often referred to as the complex baseband equivalent or equivalent low-pass signal since it
contains the same information as the radio frequency signal. In particular it can be noted that a
single-frequency sinusoid, xgrp(f) = Acos(27f.t + ¢), can be represented with the equivalent complex
baseband signal x(¢) = Ae’® which is a complex constant whose magnitude and argument represents
the amplitude and phase of the sinusoid. From Fourier analysis it is known that an arbitrary peri-
odic complex signal x(¢) can be expressed as a sum of complex sinusoids
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w
x)= Y by (3.62)
n=—oo
where b, are the Fourier series coefficients and nf are the baseband frequencies that can be both
positive and negative.
In the same way, the received signal can also be represented by a complex equivalent baseband
signal

yre(t) = Re{y()e”™'} (3.63)

Analysis and modeling can thus be done using the baseband equivalents and the channel model
presented in this section provides a relation between the complex-valued signals x(7) and y(r) rather
than between the real-valued signals xgg(f) and yrg(?).

Complex-valued baseband signals are also used in practice, and the process of generating a
radio frequency signal from a baseband signal is referred to as upconversion, whereas the process
of generating baseband signals from a received radio frequency signal is referred to as downconver-
sion. The principle is illustrated in Fig. 3.27 and it may be noted that in the model presented, the
impact of the low-pass filter is not included, mainly for simplicity.

3.6.2.2 Channel coefficient for single-frequency sinusoid

For the sake of simplicity, assume that a constant baseband signal x(f) = A¢/® is transmitted from a
stationary antenna at the origin of the local coordinate system with the radiation pattern g.(0, ¢).
This signal could represent the Fourier component by with baseband frequency f = 0 of a more gen-
eral signal. More general signals can be considered through the superposition of such single-
frequency sinusoids.

The signal x =Ae/? is carried by the electromagnetic waves radiated from the transmitting
antenna and will reach a receiver antenna at the origin of the local coordinate system with radiation
pattern g.(6, ) along N different propagation paths. The received baseband signal y will be the
transmitted signal x multiplied by the channel coefficient H (where the baseband equivalents x, y,
and H are all constants),

,—?— —?— LPF —
Re cos2nf.t >>> 2cos2nf,t
x(t) O— A)F(j

X

R yre() € Ho
Im —sin 2xf,t —2sin 2nf.t J

\—éf —%—LPF—

\—Y—/ T
Upconversion Downconversion

FIGURE 3.27

lustration of upconversion in a transmitter and downconversion in a receiver using a low-pass filter (LPF).
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N
y=Hx= " Hyx, (3.64)
n=1
where
H,= aneijzmcc” (27 (gr,na Prns gt,n; 99[’”) (3.65)
and

A (er,na (Pr,ns /e\t,na <tot,n) & =N
8r (91',)1 > @r,n ) g: (gf,n’ @r,n ) gngt (Gl,ﬂ ’ (pl,n ) 8t (el,n H] Sot,n)

Here H, can be seen as a variant of Friis’ equation (3.46) specifying a complex amplitude gain
rather than real-valued power gain. The path loss, for example, (/\ / 47rr) in free space, is implicitly
included in a,, while alr(Hr,,,, r s Ocn, @t’n) captures the impact on the received field strength due to
the transmit and receive radiation patterns g[(ﬁt,,,, gpl,n) and g, (Gr,,,, gor’n) in combination with impact
due to the possible misalignment between the incident wave polarization gnﬂ and the receive
antenna polarization ?r as was discussed in Section 3.3.3. The polarization scattering matrix ¥,
was introduced in Section 3.6.1. The phase rotation, exp( —j27f.7,), comes from the fact that
e 2Ty is the equivalent complex baseband signal of xgr(t — 7,) as can be seen by exchanging ¢
by t — 7, in (3.61).

(3.66)

3.6.2.3 Time and spatial variations of the channel coefficient

Next, the variation of the propagation delays 7, with transmitter and receiver positions and with
time will be considered. The motivation for this is to be able to characterize the channel variations
over time and with respect to antenna position, for example, within an antenna array. In the general
case, the position of a moving receive antenna relative to the local origin can be described in terms
of the vector r; + v,f. By assuming that the wave fronts at the receiver are (locally) planar, it fol-
lows from Section 3.5.3.1 that the path length becomes shorter or longer by
Ad,, = =F., (r; +v;f), where 7, is the unit vector pointing in the direction (Oun» py,) as was
defined in Section 3.6.1. Similarly, if r, describes the position of the transmitting antenna with
respect to the local origin, then the path length difference is Ad,, = —F,r, where a stationary
transmit antenna has been assumed for simplicity. The total path length difference is thus

Ad, = Adiy + Adiy = —Frp (1 +vi0) =T ry, (3.67)
which corresponds to a delay difference

_rr,n'rr rr,n'vrt_rt,n'rt

Ar, = - (3.68)
C c C
By replacing 7, with 7, + A7, in (3.65) and using 27f, /cr =k, H, can be expressed“ as
Hn(rts Iy, t) = anatre_jzwfcﬂ' e/k['" n e/kr'" o e/kl'“ et (369)

Variations of the spatial positions r,r. or of time ¢ create phase rotations that can be different
for the different propagation paths since the propagation directions, given by k., and k. ,, are

24By convention, k,, is defined here as pointing outwards from the receiver, that is, opposite of the direction of
propagation.
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different due to the angular dispersion in the channel. The sum of these per-path channel coeffi-
cients according to (3.64) is what creates the fast fading variations seen in Figs. 3.19—-3.21.

3.6.2.4 Frequency variation of the channel coefficient

Now, the variation of the channel coefficient with baseband frequency will be considered, assuming
fixed antenna positions and a fixed time. Consider a complex baseband signal with a non-zero but
single baseband frequency f, that is, x(r) = bfefz"'ﬁ . The real-valued passband signal is
xre(f) = Re{x(t)e”?™'} = Re{bpe/-*/1'}; hence by replacing f; with f; +f in (3.65) it can be writ-
ten as

H,(f) = ayage 7T 20T (3.70)

In analogy with the time and spatial dimensions, variations of the baseband frequency f creates
phase rotations e /2"~ that are different due to the time dispersion in the channel; hence the sum
of these per-path channel coefficients according to (3.71) creates fast fading variations in frequency
(compare Fig. 3.24, right).

N
H(f)=>_ H.(f) (3.71)
n=1

We refer to the function H(f) as the channel transfer function. If the input signal x(¢) is written
as a sum of sinusoids, for example, through a Fourier transform with respect to ¢ according to
(3.62) as X(f) = th(t) , then the received signal Y(f) is

Y(f) = H(H)X() (3.72)

3.6.2.5 The time- and space-dependent transfer function

In general, the channel coefficient is a function of both the frequency (Section 3.6.2.4) and time
and space (Section 3.6.2.3), resulting in a phase rotation of the per-path channel coefficients (3.65),
according to

e 2NN T+ AT) (3.73)

where AT, is determined according to (3.68).

Communication signals x(f) are band-limited, that is, they can be expressed as Fourier series
with frequencies V| < fmax- Typical communication signals have bandwidths up to a few hundred
MHz, that is, finax < 10%. Therefore the radio channel needs to be described only for baseband fre-
quencies f in the same range. In a local spatial region with radius rjoca around the origin of the
coordinate system for the transmitting (or receiving) antenna, the delay differences A7, will be
limited by A7, <2reci/c, which in turn means that the product fA7, will be bounded by
FAT, <2finaxFiocal /. In many cases, such as when observing the fast fading in a local area (com-
pare Fig. 3.19 or 3.20) or over an antenna array, and further assuming a limited bandwidth, the
phase rotation due to the term fAT, will be very small and can be neglected. The approximation
fAT, = 0 is often referred to as the narrowband approximation in array processing.

Using the narrowband approximation, (3.73) can be written as
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e AN TutATY) g o =I27eTn g =127 Tn =127 AT, (3.74)

The benefit of this approximation is that the baseband frequency f and the time- and space-
dependent delay difference A7, become decoupled and can be treated as independent variables.
Hence, applying the same steps as when deriving (3.69), the time- and space-dependent transfer
function can be written as

H({f, t,r,r) = Z Qytayge T2 @IS AT ik Fi gk T gk it (3.75)
n

This function characterizes the radio channel as a function of baseband frequency, time, spatial
position in the transmitter coordinate system, and spatial position in the receiver coordinate system.

3.6.2.6 Channel impulse response

An equivalent way of representing the radio channel is with the channel impulse response h(t,...),
which is the inverse Fourier transform of the transfer function H(f,...) with respect to f,
h(r,...)=F;'H(f,...). By applying the Fourier transform identity F{é(t—7,)} =e 7™ the
time- and space-dependent impulse response can be written as

h(T 1) = agage 2Tk Tk T (1 — 7)) (3.76)
n
A special case of the impulse response is the free-space channel consisting of a single propagation
path and assuming stationary transmit and receive antennas at the respective origins,

_ 1 0
Biree space(T) = ae *77g T (6r,0,) {0 1 ]gt(@,s@t)é(t ) (3.77)

The free-space channel impulse response will be utilized when discussing antenna arrays in
Chapter 4. The received signal can then be expressed as a convolution between the channel impulse
response and the transmitted signal:

(&) = h(7,...) xx(t) (3.78)

The channel impulse response is one of the most common ways of representing the radio channel
and is used extensively for simulations of wireless communication.

3.6.2.7 Other representations of the channel

The channel transfer function H(f, t,r,r;) is dependent on the time, frequency, and the (local) rela-
tive positions and radiation patterns of the transmitter and receiver antennas. Therefore it describes
the spatial (and time-selective) and frequency-selective fading. This particular representation of the
radio channel can be transformed through Fourier analysis into other representations. The relation
between the frequency-dependent channel H(f,...) and the delay-dependent channel impulse
response A(T,...) was derived in the previous section, and both representations are shown in
Fig. 3.24. Similar Fourier transform relations exist between the time ¢ and Doppler shift fp, and
between the spatial locations r,r; and spatial frequencies wy, w; (Which relate to the “beam space”
as sometimes used in the literature). These relations are summarized in Table 3.4.
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Table 3.4 Multi-path Channel Relations and Representations.

Dual Domain

Time delay (1) Baseband frequency (f)
Time dispersion Frequency-selective fading
Channel impulse response Channel transfer function
Delay spread Coherence bandwidth
Doppler frequency (fp) Time (7)

Doppler dispersion Time-variant fading
Doppler spectrum Coherence time

Doppler spread

Spatial frequencies, “beam space” (wy, wr) Spatial positions (r,r;)
Angular dispersion Spatial fading

Angular spectrum Coherence length
Angular spread Antenna correlation

The radio channel can be described equally well using any of these mathematical representa-
tions, so the choice of which to use depends on other aspects such as implementation efficiency or
characteristics of the problem to be studied.

3.6.2.8 Correlation

Channel properties are commonly expressed using different correlations, which are metrics that
capture how similar the fast fading variations are for different times, frequencies, and positions. In
particular the spatial correlations, that is, the correlation as a function of different spatial (antenna)
separations, are key metrics for array processing and multi-antenna technologies and will be exten-
sively utilized in Chapter 6 (see, e.g., Section 6.3.5). In the abstract vector space used for multi-
antenna signal processing, the spatial correlation captures the directional information in the channel
and reflects the impact of angular spread on the fading signals.

We define the correlation between the complex random variables X and Y as
E[XY*]

P JEXCTRITY ]

The correlation between two channel transfer functions Hy (fi,t1,7.1,7,1) and Ha (fo, ta, 12, 7v2)
can for a wide range of transfer functions be shown to be dependent only on the difference in fre-
quency, delay and position as py, 4, (Af, At, Ar, Ar;). With the help of (3.75) and by varying only
one of the degrees of freedom, different correlation functions can be determined using the proper-
ties p,, Tn, kin, kin, and W, of the propagation paths in the directional channel model from
Section 3.6.1. Under the assumption that all antennas are isotropic and polarization-matched, that
is, if a, = ng (Hr, gor) \Ilg[(ﬂt, got) = 1, the following correlation functions can be derived:

The frequency correlation function

>

(3.79)

Z pne—jzwAf/—n
n

Af) =
p(Af) S

(3.80)
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The time correlation function

Z pnejkm-v,At
p(Af) =&t (3.81)
Zn Pn
The spatial correlation function at the transmitter (receiver) side
ejklil'Arl
oy = ZnPn " (382
Zn Pn
jken Ar:
o(Ary) = ZnL (3.83)
2 onPn

Examples of spatial correlation functions for different angular distributions of the incoming
waves, that is, different sets of p,, k;,, are shown in Fig. 3.28. As can be seen in these figures, the
correlation tends to reduce with increasing position shift Ar although not necessarily in a mono-
tonic fashion. Also note that a higher angular spread leads to a lower correlation.

STOCHASTIC MODELS

Stochastic models represent models where the statistical properties of the propagation paths
(Section 3.6.3.2) or of the channel coefficients (Section 3.6.3.1) are determined and fitted to results
from propagation measurements. These models can be used in link simulations or radio network
simulations of the wireless communication system including the advanced antennas. One of the
main benefits of stochastic modeling is that the model descriptions are quite generic and straight-
forward to implement and therefore suitable for use when comparability is paramount such as in
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FIGURE 3.28

Correlation as a function of antenna separation in wavelengths assuming that the propagation paths are Gaussian
distributed in angle with a mean that is perpendicular with respect to the antenna separation and different
standard deviations (angular spreads) (left) and for propagation paths that are uniformly distributed in the
horizontal plane according to the Jakes model (right).



|
82

CHAPTER 3 ANTENNAS AND WAVE PROPAGATION

standard-setting organizations where many different participants contribute results from proprietary
simulators.

3.6.3.1 Stochastic channel models

A stochastic channel model of the radio channel can be formed using separate, sometimes even
independent, models of the following components:

Average power, for example, the expectation of the norm of H. This depends on the path loss
and shadow fading, but also on the transmit and receive antenna gains. The ABG model or the
Hata model [2] are examples of simple stochastic path loss models that can be used to capture
the dynamics of path loss and interference levels in stochastic radio network simulations. For
simulations of a single communication link it is common to normalize E|H|? to unity and
instead adjust the signal-to-noise ratio by adding white noise of varying power;

The variability of the signal strength, for example, the fading statistics, where Rayleigh or Rice
fading are commonly used models;

The rate of change of the signal strength versus time, specified using the coherence time or
Doppler spread. This is a function of the mobility of the transmitting and/or receiving antenna
through space, that is, its speed v. In some cases, variations also occur due to mobility in the
environment, for example, reflections off moving cars. Also, the angular spread of the multi-
path around a moving antenna affects the rate of change. A common model is the one by Jakes
[12], which is derived under the assumption that the multi-path is incident on the moving
receiver antenna from directions that are uniformly distributed in the horizontal plane. This
model leads to a “bath tub”-shaped Doppler spectrum and an autocorrelation function of the
fading with respect to time, p(At), that has the shape of a zero-order Bessel function of the first
kind: p(At) =Jy (27” vt) (see Fig. 3.28 (right));

The rate of change of the signal strength versus frequency, specified using the coherence
bandwidth or the rms delay spread. This is a function of the multi-path dispersion in delay
(propagation distance). Hence, the most common way of modeling this is by representing the
channel impulse response or power delay profile using a Tapped Delay Line (TDL) model that
represents the channel impulse response in (3.76) using a finite set of “taps.” An example of a
TDL model is given in Fig. 3.29. For TDL models representing NLOS conditions, each tap is
usually assumed to experience Rayleigh fading in time with a Jakes-type Doppler spectrum,
while a first tap with Ricean fading is used to represent LOS conditions;

The degree of similarity, that is, correlation between the channels representing different
combinations of transmit and receive antennas. This is often specified using models for the
spatial cross-correlation between the fading variations experienced between different pairs of
transmit or receive antennas, which can be determined using (3.82) and (3.83). As we saw in
Section 3.6.2.8 the cross-correlations depend on the angular spread, the spatial antenna
separations, and the antenna polarizations. As can be seen in Fig. 3.28, increasing the antenna
separation reduces the correlation. One popular assumption is to use completely uncorrelated
(Rayleigh) fading on all elements of H, which is referred to as the IID Rayleigh (independently
identically Rayleigh distributed) model. This assumption can be motivated in the case of
spatially well-separated antennas in a rich scattering environment or for some specific
combinations of angular distribution and spatial separation where the correlation is zero, but as
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FIGURE 3.29

Example of a tapped delay line (TDL) model representation of a channel impulse response.

can be seen in Fig. 3.28 it is often unrealistic for the case of more closely spaced antennas,
particularly when the angular spread is lower such as for an elevated base station (compare
Table 3.3). Hence, for the typical antenna arrays used in 4G and 5G systems the correlation
properties need to be taken into account.

3.6.3.2 Stochastic geometric models

Stochastic models of the directional propagation channel, or as they are often called stochastic geo-
metric channel models or spatial channel models (SCM), have also been developed to support more
comprehensive radio network simulations involving multiple communication links spanning both
serving and interfering links in a multicell scenario within a geographical area. In such models, the
number of paths and their distributions in amplitude, delay, angle, and polarization are described
by stochastic distributions that have been characterized using high-resolution spatial channel mea-
surements such as those shown in Fig. 3.23. A common observation from measurements is that the
observed propagation paths tend to be grouped into several clusters in the angular and delay
domains. The preferred modeling methodology is hierarchical, where the mean angles and initial
propagation delay of each cluster are first specified or generated, and in a secondary step individual
propagation paths within each cluster are generated. Clustered stochastic geometric models such as
[13] have become the main tool for simulations involving AAS, and such models have been devel-
oped for 5G new radio (NR) standardization by 3GPP [3] and for IMT-2020 evaluation by ITU-R
[4]. In these models, different scenarios such as Urban Macro (UMa), Urban Micro (UMi), Rural
Macro (RMa), Indoor Hotspot (InH), and Indoor Factory (InF) are captured by different parameteri-
zations of the propagation paths according to corresponding measurements, for example, as outlined
in Table 3.3. In radio network simulations, the stochastically generated propagation paths are used
to calculate the channel impulse response as in Eq. (3.76).
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FIGURE 3.30

Schematic example of a CDL model representation of a directional propagation channel.

Through the use of stochastic distributions for the large-scale parameters such as mean angles,
angular spread, and delay spread, an SCM model can generate channel realizations that span the
range of variability encountered in a cell or a whole wireless communication network. Hence, such
a model is well suited for exercising different multi-antenna algorithms and establishing their
robustness with respect to both typical and outlier channel conditions.

For simulations of a single communication link, a clustered delay line model (CDL) is some-
times used [13], which represents a geometrical extension of the TDL described in the previous
section. For the CDL, the mean directions of departure and arrival of each tap are specified.
Furthermore, each tap is represented by a cluster of multi-path components (plane waves) that are
distributed in angle around the mean direction. A schematic example of a CDL is shown in
Fig. 3.30. Note that while very detailed, such a CDL represents one single possible realization of,
for example, the time delays and directions of departure and arrival in the radio channel. Hence it
is not recommended to optimize, for example, an adaptive beamforming scheme toward a single
CDL since a trivial solution with a fixed, preselected, beam shape can perform equally well. In
contrast, in an SCM model an unlimited set of different CDLs can be generated.

SITE-SPECIFIC PROPAGATION MODELS

Since the early days of cellular communication, operators have been using site-specific propagation
models when planning their networks by evaluating how certain key performance indicators such as
coverage or capacity are affected by deploying base stations at different potential sites. Such propa-
gation models need to take into account details of the propagation environment around the site,
including terrain height variations, building positions and shapes, and indoor floor plans. Radio net-
work planning requires efficient propagation models that can provide predictions of the area cover-
age from a specific site in seconds or minutes. Also, the models need to be sufficiently accurate so
that unpleasant surprises at the end of a costly and lengthy site acquisition process are minimized.
For early voice-based communication systems it was typically sufficient to predict the path loss,
as the coverage and interference working points could then be assessed. Link budgets determined
using single link calculations or simulations (including margins for shadow fading and inter-cell
interference) could then be used to assess the expected radio link quality at a certain location.
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Prediction of the path loss using a height profile represented by absorbing or reflecting half-screens.

Correspondingly, the most successful site-specific propagation models utilized efficient and often
semi-empirical models, for example, by determining the terrain and building profile along a line
connecting the transmitter and receiver and applying some semi-analytic or heuristic method for
calculating the loss over such a profile [14] (see Fig. 3.31 for one example).

However, as will be seen in Chapters 5, and 6, communication systems are today much more
capable and able to adapt to and indeed utilize multi-path propagation through beamforming and
multi-stream (MIMO) transmission schemes. Hence, there is a greater need to also predict the main
characteristics of the multi-path in the channel so that the operator may assess where more
advanced base stations are required and where simpler and less capable base stations provide suffi-
cient performance. This can require a full 3D site-specific propagation model where both the propa-
gation modeling and the environment description requires much higher detail. A schematic
illustration of a 3D channel prediction using a site-specific propagation model can be seen in
Fig. 3.32. Commercial radio network planning tools are increasingly capable of providing such 3D
channel predictions via, for example, ray-tracing techniques, though the computational time
remains a challenge.

Another challenge is the need for predictions at the new and higher frequencies being allocated
to 5G deployments. Due to the novelty of mobile communication at these frequencies there are
fewer propagation measurements available against which the models can be validated.

3.7 SUMMARY AND DISCUSSION

In this chapter, some basic properties of antennas and wave propagation have been described, with
the following key takeaways:
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FIGURE 3.32

Ilustration of site-specific propagation modeling in an urban environment using the model in Ref. [15]. The
different lines represent examples of propagation paths experiencing different types of interactions, for example,
reflections, diffuse scattering from buildings and from trees, diffraction, and street canyon wave-guiding.

¢ FElectromagnetic waves can be transmitted by and received by antennas, that is, the antenna is a
converter between conducted and radiated energy;

* The antennas can shape how the power is distributed in different directions;

e Larger antennas in relation to the wavelength give more degrees of freedom for spatially
shaping the energy. As will be seen in Chapter 4, antenna arrays are one method for
constructing large antennas with the added benefit that the spatial shaping can be adaptive.

* Increasing distance and addition of obstructions between transmitter and receiver reduces the
energy of the received signals/waves;

e Multi-path propagation causes rapid and seemingly random fluctuations in the received signal
as a function of time, frequency, and spatial position.

These properties need to be taken into account or should even be actively exploited when
designing AAS solutions and features for mobile communication. Some of these properties are
summarized below.

First and foremost, the path loss as discussed in Section 3.5.1 represents a fundamental limit to
the quality of the communication link. Too large path loss and any communication signals modu-
lated on the radio waves will be too weak to detect compared to the noise. A low path loss can
mean a strong desired signal, but that in itself is not a guarantee of good communication quality as
interference from other uses of the same frequencies, for example, for communication links in other
cells or even to other users in the same cell, may restrict the information that can be reliably trans-
ferred. Clever shaping of transmitting and receiving antenna patterns (including polarization) using
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antenna arrays (Chapter 4) through AAS solutions aim to mitigate the path loss and hence maxi-
mize the desired signal, while also minimizing the interference by suppressing transmission or
reception in directions where interfered or interfering devices are located (see Chapter 6).

Of fundamental importance are the relations between the path loss and achievable antenna gains
and the frequency. As discussed in Section 3.4 the path loss (between isotropic antennas) increases
with frequency, while the antenna gain can also increase with frequency as outlined in
Section 3.3.8. These are factors of major importance whenever new and usually higher frequency
bands are taken into use (see Chapter 14), but become critically important for high-band where the
frequency is one order of magnitude higher than for mid-band (see Chapter 7). These properties
also affect the architecture and design decisions (see Chapter 12).

For AAS solutions to be effective the transmitter and/or receiver needs to know how to shape
the radiation pattern for good effect, that is, what directions and polarizations to enhance and what
directions and polarizations to suppress. Such knowledge can be gained by simple means in a static
free-space propagation scenario. However, due to multi-path propagation as discussed in
Section 3.5.3 the radio channel will be affected by angular and delay dispersion that causes the
channel to vary in time, frequency, and with spatial position. The rapid variation of the channel
with respect to time, frequency, and different antenna positions may require additional resources to
be devoted to transmitting known signals, pilots, for estimating the channel, rather than for the
transmission of payload data. Section 9.3.1.2.1 discusses how different densities of reference sig-
nals in time and frequency, used for channel estimation, can be configured to a UE in NR. The
selected density depends on how fast the channel is expected to vary for the UE in the given
deployment. The angular spread has a crucial impact on AAS solutions, limiting the benefit trans-
mission or reception using a single, well-defined beam. Instead, the use of generalized beamform-
ing may be required if the angular spread is large (see Section 6.1.4). AAS can also exploit multi-
path propagation for diversity or even to send several data streams simultaneously (cf. Section 6.3),
often using antenna arrays and signal processing algorithms that result in radiation patterns with
much more complex shapes (see Section 6.3.5.6 and in particular Fig. 6.31).

The fact that electromagnetic waves and antennas are polarized (Sections 3.2.3 and 3.3.3) means
that a propagation path may carry two independent and orthogonally polarized waves that can be
separately sensed by a pair of orthogonally polarized antennas. Such dual-polarized antenna ele-
ments are commonly used in classical antennas and AAS to provide diversity by matching the
polarization to that used by the antenna at the other end of the link, or to transmit and receive sepa-
rate data streams simultaneously. This is also covered in Sections 4.5.2.1 and 6.3.

Other properties are also exploited by AAS and will be referred in later chapters.
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CHAPTER

ANTENNA ARRAYS AND CLASSICAL
BEAMFORMING

The purpose of this chapter is to explain the basic concept of classical beamforming using an
antenna array, where, like a flashlight beam, signal power can be directed in a desired direction.
This is accomplished by a beamformer that adjusts the signals transmitted from the elements of an
array so that they combine constructively at an intended receiver. The corresponding gain pattern,
sometimes referred to as a beam or beam gain pattern, is derived and illustrated and some proper-
ties like maximum gain and width of the main lobe are described for commonly used configura-
tions such as uniform linear and planar arrays.

The focus is on the free-space single-path propagation scenario introduced in Chapter 3. Results
in this chapter will then serve as inputs to Chapter 5, where the setup will be extended by consider-
ing multipath propagation, multiple orthogonal frequency division multiplexing (OFDM) subcar-
riers, and multiple antennas at the receiver side as well. More specifically, Chapter 5 will formulate
a multiple-input, multiple-output (MIMO) OFDM channel model based on the so-called array
response vector introduced in the present chapter. This in turn will allow exploration of various
multi-antenna techniques in Chapter 6.

Finally, a uniform planar array (UPA) of dual-polarized element pairs and the partitioning of
such an array into an array of subarrays are introduced. The latter partitioning facilitates consider-
ation of how to find a suitable number of radio chains as a function of the deployment, as described
in Chapters 13 and 14.

INTRODUCTION

An antenna array is set of antennas commonly organized in a structure such as an array of rows
and columns. An antenna array can be used for both transmission and reception. By transmitting
different versions of the same signal from all the antennas, the signal’s amplification, referred to as
gain, can be controlled so that the gain is different in different directions. Rather than spreading the
signal power over an entire cell, the signal power can be directed to where the intended user is
located and even be reduced in other directions to avoid interfering other users. Similarly, when the
antenna array is used for reception, the gain in the direction of where the user is located can be
increased so that the received signal power is increased.

The signals transmitted from different antennas are converted into electromagnetic waves that
combine in the air. Considering a receiver located at some distance right in front of the transmitting
antenna array, the propagation path lengths from the different antennas to the receiver are essen-
tially the same and if the same signal is transmitted from all the antennas, the waves will add con-
structively at the receiver. With N antennas, the amplitude of the resulting wave is N times higher

Advanced Antenna Systems for 5G Network Deployments. DOI: https:/doi.org/10.1016/B978-0-12-820046-9.00004-6
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than the amplitude for a single antenna. For the same total transmission power, the amplitude per
antenna is however downscaled with a factor 1/4/N and the gain in terms of power is then N as
compared to a single antenna. In other directions, the contributions from the different antennas can
add destructively and may even completely cancel each other so that the amplitude is zero. A
receiving antenna converts the incident wave into a signal, whose amplitude therefore depends on
its position as illustrated in Fig. 4.1.

The maximum gain can be increased by having more antennas in the array. However, for cellu-
lar network, it is typically of interest to have a high antenna gain in all the directions where there
are users, and this is enabled by a beamformer that adjusts the amplitude and delay of the signal
transmitted from each antenna. Compared to the case when exactly the same signal is transmitted
from all antennas, the direction of the maximum gain can thereby be changed so that it is obtained
in a desired direction rather than right in front of the antenna array (see the example in Fig. 4.2).

In the present chapter, the opportunities offered by an array of antennas will be demonstrated,
primarily by deriving the gain as a function of direction. The case with an antenna array used for
transmission of a narrowband bandpass signal to a single receiving antenna is considered and rather
than using formulations based on the electric fields and deriving radiation intensities, the radio
channel model in Section 3.6.2 is used for the free-space single-path case in Section 3.6.2.6. The
reason for taking the approach based on the channel model is to prepare for the MIMO OFDM
channel model in Section 5.2 which is an extension of the model presented in the present chapter.
The MIMO channel model will include multiple antennas at both the transmitting and receiving
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FIGURE 4.1

Illustration of the signal amplitude for different receiver positions in the xz-plane for a fixed time when a sinusoid
is transmitted using one antenna (left) or four antennas (right). The amplitude of the signal is given by the bar
legends.
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By transmitting the same signal from all antennas with appropriate delays, {7}, the directions where the signals
add constructively can be controlled.
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FIGURE 4.2

sides for the case with wideband OFDM-based transmission and serve as a basis for Chapter 6 on
multiple antenna techniques.

Similar to Refs. [1,2], the starting point taken in Section 4.2 is the case with two identical trans-
mitting antennas in free space. The signal received by an isotropic antenna in a certain direction is
derived for the case that the same signal is transmitted from both antennas. As will be seen, the sig-
nal’s amplitude is proportional to a product of the transmitting antennas’ amplitude pattern and an
array factor. Furthermore, some basic properties of the gain will be described and illustrated. Then,
in Section 4.3, a more general antenna array with an arbitrary number of elements is considered,
where element refers to an antenna in the array. The array response vector is introduced and related
to the free-space single-path channel. Thereafter, it is shown that by also introducing a beamform-
ing weight vector that represents the signals transmitted, the received signal’s complex amplitude
and consequently also the gain, is given by a product between the two vectors. The uniform linear
array (ULA) is defined and it is shown that the maximum gain increases with the number of ele-
ments while the width of the main lobe decreases.

Classical beamforming, introduced in Section 4.4, allows changing the direction in which the
maximum gain occurs by transmitting the same signal from all the elements, but with delays, or
equivalently phase shifts chosen so that the signals add constructively in the desired direction.
ULAs are then considered, and some remarks are made on element spacing as well as on so-called
grating lobes. Some other forms of beamforming techniques are also illustrated to make the point
that the properties of the gain pattern depend not only on the array but also on the beamformer
used.
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The UPA and the dual-polarized UPA are defined in Section 4.5. These configurations represent
commonly used special cases of the general array introduced in Section 4.3 and some basic proper-
ties of the gain patterns are examined. With a UPA consisting of dual-polarized element pairs, not
only the direction of the main lobe but also the polarization can be controlled.

Section 4.6 introduces so-called arrays of subarrays. A dual-polarized UPA can be partitioned
into subarrays and a benefit of this that fewer radio chains are needed. At the same time, this con-
strains the set of beamforming weight vectors that can be applied to the antennas of the underlying
array. For classical beamforming, the dependency between the subarray size and the range of angles
with high gain is illustrated; the larger the subarray, the smaller the range of angles. This builds
intuition for why different deployments call for different subarray sizes as will be illustrated in
Sections 13.4 and 14.3.

Finally, in Section 4.7, the key findings of the chapter are summarized.

ARRAYS WITH TWO ELEMENTS

Before addressing arrays with arbitrary many antennas, the case with two identical antennas trans-
mitting the same signal is considered. If the signal transmitted is a sinusoid of a certain frequency,
the antennas convert the signal to sinusoidal electromagnetic waves. A receiving antenna at a cer-
tain location will convert the sum of the two incident waves into a received signal. This is illus-
trated in Fig. 4.3.

No propagation delay difference

FIGURE 4.3

The received signal is a sum of the signals transmitted from the two antennas. The two signals may experience
different propagation delays depending on the receiver’s position.
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The received signal’s amplitude will depend on the difference in propagation delays for the sig-
nals transmitted from the two transmitting antennas which in turn depends on the direction from
the transmitting antennas to the receiver. If the receiver is right in front of the two transmitting
antennas so that the propagation delays are the same, then two signals will add constructively so
that the amplitude is twice that of the signal received from a single antenna. If, however, the two
signals have experienced different propagation delays, then the amplitude will depend on the time
delay difference. In fact, the signals may completely cancel each other. For the case of a sinusoid
signal, complete cancelation occurs if the delay difference equals half a period that corresponds to
a propagation path length difference of half a wavelength.

From a received signal perspective, the array with two identical transmitting antennas appears
as a single antenna with a (complex) amplitude pattern (see Section 3.3.4) that thus depends on
the direction to the receiver. The amplitude of the received signal will also depend on the ampli-
tude patterns of the individual transmitting antennas, which as mentioned above are referred to
as elements in the context of the array. More specifically, the amplitude pattern for the array
antenna can for the case with identical elements be expressed as a product of the element ampli-
tude pattern and an array factor, which captures the summation of the signals from the individual
elements. Note that the amplitude pattern also determines the gain pattern of the antenna array,
that is, the power received as a function of direction relative to a single isotropic transmitting
antenna.

Next, the amplitude pattern of the two-element array is derived and used to illustrate some prop-
erties of the gain pattern, such as a 3 dB increase in maximum gain as well as a narrower main
lobe width relative to a single element.

ASSUMPTIONS

The transmitting and receiving antennas are in free space as depicted in Fig. 4.4. On the trans-
mitting side, a vertical array with two identical elements placed along the z-axis with separa-
tion d is considered. The receiver antenna is placed at a distance R from the origin at a
position determined by zenith and azimuth angles 6 and ¢ in a right-handed spherical coordi-
nate system (see also Appendix 1). The position of the receiver relative to the origin is given
by the vector r,

r=RF, 4.1)

where the spherical unit vector 7 in Cartesian coordinates is described by

7= [sinfcosp  sinfsing COSQ}T. 4.2)

The first transmitting element is located at the origin and therefore r also represents the propa-
gation path from the first element to the receiving antenna. The propagation path from the second
element to the receiving antenna is represented with the vector r,. To isolate the impact of the
transmitting elements, the receiver antenna is finally assumed to be isotropic, lossless and aligned
in terms of polarization to the incident waves.

A key assumption that will be used in the derivation of the gain below is that the receiver is
located at a large enough distance so that the propagation paths from the two transmitting elements,
r and r,, appear (approximately) parallel (see also [1—3]).
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x(t)

FIGURE 4.4

A transmitting two-element vertical array with element separation d

The assumption is illustrated in Fig. 4.5, together with the vector d, that represents the second
element’s position,

d=[0 0 d]', 4.3)
and the propagation path from the second element
r=Ryr,

where R, denotes the corresponding path length. The propagation path length of the second ele-
ment, Ry, can be expressed as the projection of r, onto

Ry =#"r,=#T(r —dy) =R —#'d, = R — dcos0), (4.4)

where the second equality follows from that the propagation path for the second element can be expressed
as r, =r —d,. Since the paths r and r, are assumed parallel, the angular direction to the receiver is fur-
thermore equal to 6 for both elements. An interpretation of the approximation of parallel paths is that the
waves incident on the receiver from the two transmitting elements can be seen (locally) as plane waves
propagating in the same direction 7 (see also the discussion of wave fronts in Section 3.2.2).

Some assumptions are also needed on the signals transmitted and received. More specifically,
as shown in Fig. 4.4, the same signal is transmitted from both elements, and for a fair comparison
to the case with a single element, the total transmit power is kept the same. This means in this case
with two elements that each element uses half the power, and the signals transmitted are taken as

X]([) :Wlx([)’ (45)
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?sz = dcosf

FIGURE 4.5

The distance to the receiver is large so that the two paths to the receiver (not shown in the figure), r and r,,
appear parallel.

x2(1) = wax(1), (4.6)
with amplitude weights chosen as
Wy =wp = 1/«/5 4.7)

The transmitted signal x(f) as well as the received signal, y(¢), are complex-valued low-pass
basebands equivalents [4,5], and the actual signals at radio frequency are narrowband signals given
by

xrp(f) = Re{x(t)e>™ '}, (4.8)
yre(t) = Re{y()e* ™'}, 4.9)

where f. is the carrier frequency (see also Section 3.6.2.1 and Fig. 3.27). The special case that the
transmitted radio frequency signal is a single-frequency sinusoid means that

x(t) = X - xgp(t) = |X|cos2nft + arg{X}), (4.10)

and the magnitude and argument of X thus represent the amplitude and phase of the sinusoid.

RECEIVED SIGNAL IN A FREE-SPACE CHANNEL

Due to the superposition principle (see Section 3.2.4), the received signal y(¢) will be a sum of the
contributions from the two transmit elements. To determine the contribution from each transmitting
element, the multipath propagation model in Section 3.6.2 is used for the special case with a single
path to represent free-space propagation. Omitting for simplicity any thermal noise, the received
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signal can then be written as
(O = hxi(t — 1) + haxo(t — 72) (4.11)

where h, and 7, represent the complex amplitude and propagation delay for the propagation path
associated with transmit element n. More specifically, it can be shown using the definition of the
antenna radiation pattern in (3.30) and the free-space radio channel model defined in
Section 3.6.2.6 that the complex amplitudes 4, can be expressed as

hy = ae 2T (0, ¢,) (0, 9)X. (4.12)

Here, o represents the path loss between isotropic lossless antennas, 6, and ¢, represent the
direction at the receiver, g.(6, ) and g((0, ) are the (complex) amplitude patterns for the receiver
antenna and the transmitting elements, respectively. The term x captures the alignment between
the polarization of the receiver antenna, 1:br(9r, cpr), and the polarization of the transmitting ele-
ments, 1,(6, ) (see also Section 3.4.2).

As a side note, for the case that the propagation paths r and r, are not parallel, (4.11) still holds
but the complex amplitude gains in (4.12) would need to be modified since the angles 6;, ¢,, 0, and
o are different for the two elements. Another implicit and reasonable assumption is that the dis-
tance between the two elements, d, is much smaller than the propagation path lengths so that the
path loss in terms of « is the same for both elements.

To demonstrate the gain of using two transmit elements, the expression in (4.12) is next further
simplified using the assumption that the receiver antenna is isotropic, lossless and aligned in terms
of polarization so that

&0 o) =1, (4.13)

x =1 (4.14)

By combing the four last equations, together with the definitions of the transmitted signals in
(4.5) and (4.6) the received signal becomes

¥(0) = ae P g(0, o)wix(t — 1) + ae g0, o)wox(t — 72), (4.15)

where g(6, p) = g(0, ¢) is the complex amplitude pattern for a transmitting element. Thus, the
received signal is as expected a sum of two versions of the transmitted signal with different propa-
gation delays, and the factor e />"<7» represents the phase shift caused by the propagation delay of
element n. The propagation delays can in turn using (4.4) be expressed as

T1=—, (4.16)
c

- =7 , 4.17)

where c is the wave propagation speed.

In the next section, the last three expressions will be combined to establish a gain relation
between the transmitted and received signals as a function of direction. This is possible since the
propagation delay difference does depend on 6 and ¢ in the general case, and on 6 in the particular
case.
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GAIN AND ARRAY FACTOR

The expression for the received signal is further refined using properties of the transmitted signal.
For the case that the signal transmitted is a sinusoid as defined in (4.10), also the received signal,
as obtained by substituting x(¢) = X in (4.15), is a sinusoid at radio frequency,

x(t) =X - y(t) = Y o yre(t) = |Y|cos(2nf.t + arg{Y}). (4.18)

Next, the expressions for propagation delays in (4.16), and (4.17), and the fact that x(z) corre-
sponds to a sinusoid at radio frequency is again used in (4.15). Then, by defining the array factor,
AF(0, ), as

AF(6, 0) = wy + w4, (4.19)

using the relation between carrier frequency f., wave propagation speed c, and the magnitude of the
wave vector defined in Section 3.2,
27 27f.

o= [k = 2 = 22, 420)

the amplitude and phase of the received sinusoid can be expressed as

Y = ae?™T AF(6, ©)g(6, ©) X 4.21)
———————
=gan(0,9)

As can be seen from (4.21), the received signal amplitude, |Y| depends on the product of the
elements’ amplitude pattern as well as the array factor which thus describes how the contributions
from the two elements sum up. In fact, by comparing (4.21) with using only the first element
(w1 =1,w, =0 AF(6, ) = 1), the received signal appears to be transmitted from a single antenna
with (complex) amplitude pattern

rather than from an antenna with amplitude pattern g(6, ¢). This explains why an antenna array
may also be referred to as an antenna. The amplitude pattern for the array transmission, gaa(6, ),
will just as any other amplitude pattern characterize radiation properties such as its gain pattern
which relates to the transmitted and received power rather than amplitude. By squaring the magni-
tude of both sides of (4.21), the relation between transmitted and received power is

[Y? = a?Gaa(0, 9)IXI,
where the gain as a function of direction has been defined as
Gan(,9) = [gan(@, )| = [AF(0, )" G(6, ). 23)

Here, G(0, ) = |g(0, @)‘2 is the (power) gain pattern for one element in the array. Thus, it is
assumed that the complex amplitude pattern g(6, ) is scaled so that G(, ¢) is the (antenna) gain as
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a function of direction relative to an isotropic lossless antenna for one element (see also
Section 3.3.7.4). Before examining and illustrating the gain pattern defined by (4.23), the following
is noted:

* The amplitude pattern in (4.22) can be expressed as a product of the array factor and the
element pattern. This will hold also for the larger arrays considered in later parts of the chapter,
including both uniform linear and UPAs as well as cases with beamforming;

* For the gain pattern in (4.23), the factor ’AF(G, @)’2 can be recognized as the gain pattern for an
array of isotropic elements in terms of received power relative to a single isotropic antenna
under free-space propagation conditions. This gain will be sometimes be referred to as the (free-
space) array gain. The gain pattern for the antenna array in (4.23) is thus the product of this
array gain and the element gain patterns.

Having made these observations, some properties of the gain pattern are explored and illustrated
in Section 4.2.4 before showing in Section 4.2.5 that the findings apply not only to single-
frequency signals but also to narrowband signals.

PROPERTIES OF THE GAIN

To further understand the properties of the (power) gain defined in (4.23), Euler’s formula is used
together with the assumption on transmitting the same signal from both elements. Combining (4.7)

and (4.19) gives
cos (g dcos@)

As discussed in Section 4.2.3, this can be recognized as the free-space array gain pattern, and in
Fig. 4.6 this gain is illustrated as a function of direction @ for some different element separations d.
From the expression in (4.24), it is noted that

2

|AF(0, o)|* =2 . (4.24)

* The free-space array gain has its maximum value two, |AF(6, <,9)|2 =2, for angles 6 that satisfy
dcosd =0, = A\, £2),.... For such angles, the received power is twice as high, or 3 dB higher,
as compared to the case with a single element using the same total transmit power since the
signals received combine constructively. From (4.4), dcos6 can be recognized as the
propagation path length difference between the two antennas, and hence constructive addition
occurs when the path length difference equals a multiple of the wavelength;

» The free-space array gain attains its minimum value, |AF(6, cp)|2 = 0 for angles such that
dcosf = = %, * %, ... This means that when the propagation path length difference is an odd
multiple of half the wavelength, the signals from the two antennas will cancel each other. For
the case with d = 0.7, there will be zeros for 6 &~ 90" *+ 45,

Thus, the signals from the two elements can add constructively in certain directions but also
cancel out in other directions as stated in the introduction. However, the total gain in a certain
direction depends not only on the array gain but also on the gain of the elements in the array in the
same direction according to (4.23). In Fig. 4.7, gain patterns are illustrated, both for a single ele-
ment of the array, and for a two-element array consisting of two such elements. The element pat-
tern defined in [6] with 65-degree half-power beamwidth and 8 dBi gain is used, and the separation
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Gain on linear scale of using a two-element array relative, a single element for the case with isotropic elements.
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Gain as function of direction 6 for ¢ = 0° for a single element and an array with two such elements separated by
0.7X. The element gain model in [6] is used and the elements are oriented so that the maximum gain occurs for
0=90°, ¢ =0°.
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between the element is d = 0.7\. The impact of the element separation is elaborated on further in
Section 4.4.2.1.

As can be seen, the maximum gain, which occurs for # =90, is 3 dB higher compared to a sin-
gle element aligned to have maximum gain in this direction.

Also, the half-power beamwidth of the main lobe, which is the range of angles for which the
gain is within 3 dB of its maximum value, is smaller for the array as compared to the single-
element case. Thus, the higher maximum gain comes at the cost of a narrower main lobe. This
stems from the fact that the gain pattern is a product of the array gain and the element gain pattern.
The gain pattern then typically has a beamwidth which is at least as narrow as the narrowest one of
the two, in this case the array gain. Finally, for the chosen element separation d = 0.7, the array
factor is zero for # =90 + 45 and the same holds for the total gain and this explains why there in
addition to the main lobe also are sidelobes.

To complement the gain patterns given in Figs. 4.6 and 4.7, which illustrated only the gain as a
function of zenith angle 6, the dependency on both the zenith angle and the azimuth angle ¢ is
illustrated on a logarithmic scale using spherical coordinates in Fig. 4.8. For comparison, the case
with a two-element horizontal array is also included. The difference as compared to the vertical
array is the position of the second element which corresponds to replacing (4.3) with
d, = [0 d O]T. The same spacing d = 0.7 is used for both the horizontal and vertical arrays.

Both the vertical and horizontal arrays will have 3 dB higher maximum gain right along the x-
axis as compared to the single-element case. The difference between the two patterns is that for the
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Ilustration of gain in different directions for a single element (left), a vertical array with two elements (center)
and a horizontal array with two elements (right). The element gain model in [6] is used in all three cases.
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vertical array, the gain depends on the angle to the z-axis whereas it depends on the angle to y-axis
for the horizontal array. The vertical array has a smaller main lobe width in the plane ¢ =0
whereas the horizontal array has a smaller main lobe width in the horizontal plane 6 = 90".

To sum up, properties of the gain, for a two-element vertical array, have been considered. It
was demonstrated that the gain can be increased with 3 dB while the main lobe width in the vertical
plane was reduced. The same applies for a horizontal array except that the main lobe width in the
horizontal plane is reduced.

EXTENSION TO NARROWBAND SIGNALS

The derivation of the gain is now extended also to narrowband signals. This essentially means that
the assumption (4.18) is not used. Instead the key approximation done is

x(t — 712) ~ x(t — 7). 4.25)

Such an approximation will be accurate for the case that the propagation delay difference
AT =7, — 71 is small. Small in this context needs to be related to how fast the (baseband) signal
x(t) changes with time and as long as BA7T <« 1, where B is the bandwidth of the signal, then (4.25)
is a commonly used approximation in the field of array signal processing [7] (see also
Section 3.6.2.5).

Eq. (4.25) may at first appear a bit unexpected since the propagation delay difference should
give rise to a phase shift that is not visible in the equation. The reason for this is that the phase shift
caused by the propagation delay is part of the channel coefficient in (4.15).

By using the relations (4.16), (4.17), and (4.25) in (4.15), the received signal can be expressed
as

¥(t) = ce T ARG, 0)g(0, ) x(t — 1) (4.26)
—————

gan(6,p)

From a receiver perspective, just as in the case with a single-frequency sinusoid, the signal
appears as being transmitted from an antenna with amplitude pattern gaa(6, ), which coincides
with the definition in (4.22).

This means that the results derived in the previous subsections are valid not only for sinusoidal
signals but to a wider class of signals. It should though be remembered that the delay difference
depends on the element separation d (see (4.16) and (4.17)), and this means that (4.25) becomes
inaccurate when the element separation and/or the bandwidth of the signal become too large. In
that case, the signal can be partitioned into sub-bands, for example, sets of adjacent subcarriers in
the case with OFDM as described in Chapter 5 with bandwidths small enough for the approxima-
tion to hold.

UNIFORM LINEAR ARRAYS WITH MORE THAN TWO ELEMENTS

The case with two transmitting elements was considered in Section 4.2. Attention is now shifted to
the case with N > 2 transmitting elements at arbitrary locations in the same free-space propagation
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scenario. The major difference as compared to the case with two elements is that the received sig-
nal is a sum of N versions of the transmitted signal.

To determine the gain as a function of direction for the array, a so-called array response vector
will be defined. The array response vector includes the impact of the N elements’ amplitude pat-
terns and propagation delay differences, all depending on the direction of the receiver. By introduc-
ing a weight vector to represent the signal versions transmitted from all the elements, the complex
amplitude for transmission with the array can be expressed as a product of the two defined vectors.
The array response vector can also under certain assumptions be interpreted as a normalized free-
space multiple-input-single-output (MISO) channel for transmission of a narrowband signal, and
later in Section 5.3.2, the MIMO OFDM channel model will be formulated based on it.

The special but common case with a ULA is considered. For a ULA, the array is uniform in the
sense that the separation between any two adjacent elements is the same and further all elements
have the same amplitude pattern. The same signal is transmitted from all the elements, and at
broadside, in the direction perpendicular to the array, the (power) gain as compared to transmission
from a single element is N, stemming from coherent addition of contributions from all the N ele-
ments while keeping the total transmitted power the same as for the single-element case. However,
as will be shown, the main lobe beamwidth scales approximately with the inverse of the length of
the array, that is, as A/(dN), for an element separation d and wavelength . As a side note, it is
observed that there are also nulls in the radiation pattern, indicating the possibility, not only to
increase the gain in certain directions but also to reduce the gain in other directions.

ASSUMPTIONS

A free-space propagation scenario is considered, and the assumptions done are essentially the same
as for the case with two elements described in Section 4.2.1, with the following differences (see
also Fig. 4.9):

* The array has N identical elements and the positions of the elements are described by the
vectors

T
d,= [dx,n dy,n dz,n ] ,n=1,---,N, (4.27)
. L T
relative to a common reference point in origin [0 0 0] .
» The propagation path between element n and a receiving antenna is denoted r,, and the distance

to the receiver is large so that all propagation paths appear parallel
r,=R,, n=1,---,N. (4.28)

Here, r defined in (4.2) points in the direction from the reference point to the receiver and
R, is the length of the corresponding propagation path. Considering (4.4), the path length can be
expressed as
R,=R-i"d, (4.29)

where R is the path length from the reference point for the element positions and #1d, is the
projection of d,, onto 7.
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The distance to the receiver is large so that two paths r,, and r,, to the receiver (not shown in the figure) from two
elements with positions d,, and d,, appear parallel.

* The signal transmitted from element » is taken as
X, (1) =wpx(t), n=1,---,N. (4.30)
For the case that the same signal is transmitted from all the elements the weights are chosen as
wp=1/s/N,n=1,---,N, (4.31)

to allow a fair comparison between different array sizes that use the same amount of total
power.
» The signal x(¢) represents a narrowband signal with bandwidth small enough so that

x(t—T1y)~x(t—71),n=1,---,N, 4.32)

where 7 and T, represent the propagation delay from the reference point and element n, respec-
tively, to the receiving antenna,

o=

(4.33)

\]
Il

o | &

(4.34)

Tn
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The approximation in (4.32) holds obviously for a single-frequency sinusoid as defined in
(4.10), and is also, as discussed in Section 4.2.5, applicable for narrowband signals with
bandwidth B such that the propagation delay differences, which can be related to the element
positions using (4.29),

Ad,

c

Aty =71,—T=— ,n=1,-,N, (4.35)

satisfy BAT, <« 1. Recall from the discussion in Section 4.2.5 that the approximation may
become inaccurate if the array or the bandwidth becomes too large.

This set of assumptions is next used to define an array response vector and a beamforming
weight vector that leads to a compact formulation of the received signal.

ARRAY RESPONSE VECTOR AND BEAMFORMING WEIGHT VECTOR

For the case with two elements, it was found in Section 4.2.3 that the received signal appears to be
transmitted from a single antenna with (complex) amplitude pattern determined as a product of an
array factor and the element amplitude pattern as in (4.22) and this holds also for the case with N
elements. The amplitude pattern can however also be expressed as a product, between an array
response vector and a beamforming weight vector, and next these two vectors are defined, dis-
cussed and related to the gain.

The starting point is to generalize (4.15) to the case with N signals. By using the narrowband
assumption in (4.32) for the relative propagation delays in (4.35), it follows that the generalized
expression (4.15) can be written as

N
y(t) = Z e ST pmi2nf AT, w,g(0, ©)x(t — 7). (4.36)
n=1
The relation between the transmitted and received signal is illustrated in Fig. 4.10. As can be
seen, a beamformer generates weighted versions of the signal x(r) for the different antennas as
described by (4.30). The weights {w,} are collected in a vector with N elements, a beamforming
weight vector

w:[wl Wy e WN]T. 4.37)

For now, it is assumed that the same signal is transmitted from all the elements, and the corre-
sponding weights w, are defined in (4.31). Other choices of (complex-valued) weights will be dis-
cussed in Section 4.4.

As shown in Fig. 4.10, there is also effectively a MISO channel between the N transmitting ele-
ments and the receiver. All the elements share the same path loss and a common propagation delay
as given by (4.33). However, since the elements are at different positions the corresponding
received signals experience different propagation delays, which depends on the direction, and this
part of the channel may be represented by the array response vector. The elements’ complex ampli-
tude patterns depend also on the direction and may, in the general case, differ between the ele-
ments. For these reasons they are, together with the phase shift caused by the propagation delay
difference relative to the common propagation delay, collected into the array response vector.
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Relation between transmitted signal x(¢) and received signal y(z).

The array response vector can therefore be seen as a normalized free-space MISO channel
between the transmitted signals {xn(t),n: 1, ---,N} and the signal received by the isotropic
polarization-aligned antenna y(#). The normalization implies that it neither includes the impact of
the propagation delay 7 between the reference point of the array and the receiver, nor the path loss
as represented with a.

Since all the elements are assumed to have the same complex amplitude pattern, g(6, ), the
array response vector becomes

T
a0, ) = g(6, ¢) [e"’T"W’@) LK. idik(.p) ] , (4.38)
where the wave vector k(6, ) is a scaled version of 7 defined in (4.2),

2r
!

By combining (4.35), (4.20), and (4.39) in sequence, the phase shift caused by the delay differ-
ence is related to the phase shifts of the array response vector in (4.38) as follows

2
k(0, p) = ;f' = sinfcosp  sinfsing COSH}T. (4.39)

oA, — 2R T, _ 00, — k() (4.40)
forn=1,---,N. The received signal in (4.36) can then be written on the form
WD) = ae T gun (0, p)x(t — 7), (4.41)

where the amplitude pattern gaa(6, ) can be expressed as a product of the beamforming weight
vector and the array response vector

gan(0, ) = a' (o, ow. (4.42)

The combination of the beamformer and the array response vector thus appears as an antenna
with amplitude pattern gaa(6, ). This is illustrated in Fig. 4.10 together with the relations to the
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beamformer and the array response vector. The corresponding gain pattern in terms of received
power relative to an isotropic lossless antenna can be expressed by combining (4.23) and (4.42) as

Gan(0,9) = |gan(8, 9| = |a" (0, p)w|’. (4.43)

This gain pattern is sometimes also referred to as beam gain pattern or beam pattern. Given an
array response vector as a function of direction for a particular array in terms of element pattern
and positions, such a beam pattern can thus be determined for a beamformer using (4.43).

Previously, in (4.22) and (4.26), it was also found that the amplitude pattern in (4.42) could be
expressed as a product of an array factor and the element pattern. As all elements are assumed to
be the same, this holds also for the case with N elements and the array factor can be written as

N
AF(0,0) = > w, e k09, (4.44)

n=1
so that (4.22), repeated here for convenience, can be used to also express the amplitude pattern as

gaa(0, ) = AF(0, ©)g(0, ). (4.45)

Thus, for the case that all elements of the array are the same, the amplitude pattern can be
expressed on two different but equivalent forms as given by (4.42) and (4.45). For the case that the
elements are significantly different, (4.45) does not apply. In that case the array response vector
needs to be modified and (4.42) can be used to determine the amplitude pattern.

In the next section some properties of the gain pattern Gaa(6, ) are illustrated for the special
but common case of ULAs.

UNIFORM LINEAR ARRAYS

A ULA is a special but very common antenna array used in practice. Here the array is uniform in
the sense that the separation between any two adjacent elements is the same and all elements have
the same amplitude pattern. Both vertical and horizontal array arrangements are possible (see
Fig. 4.11). Vertical arrangements, also referred to as column antennas, of dual-polarized element
pairs introduced in Section 4.5.2, are by far the most common structure for classical base stations
antennas.

For analysis purposes the following characteristics are assumed:

* The positions of the elements d,, are taken along the positive z-axis for a vertical array and
along the positive y-axis for a horizontal array

T . .
_ { (n=1)[0 0 d] vertical array (along z-axis) 4.46)

(n— 1)[0 d O]T horizontal array (along y-axis).

* All elements have the same complex amplitude pattern g(6, ©) oriented so that the maximum
(magnitude) occurs in the direction of the x-axis, § = 90°, ¢ = 0°.

The assumption that all elements have the same pattern is an approximation. In antenna arrays,
the separation between adjacent elements is typically rather small, less than a wavelength as dis-
cussed in Section 4.4.2.1, and the elements will interact with each other. This interaction is referred
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FIGURE 4.11

Examples with eight elements: vertical (left) and horizontal (right) uniform linear arrays.

to as mutual coupling [1,3] (see also Section 12.3.7). One consequence of this is that the gain pat-
terns for the elements are different when they are used in an array as compared to when they are
used in isolation. A common approach in analysis, design, and evaluations is therefore to incorpo-
rate the impact of mutual coupling by using a so-called embedded pattern rather than the pattern
for the element in isolation, and in line with this all elements are assumed to have the same pattern.

4.3.3.1 Basic gain patterns

To explore some basic properties of a ULA, the gain as a function of the direction (6, ¢) will be
considered for the case that the same signal is transmitted from all antennas. The approach taken is
to first use the expression for the (complex) amplitude pattern in (4.42) or (4.45) and then determine
the gain as the squared magnitude of it as given by (4.43). The array response vector for the ULA
can be determined by combining (4.38) and (4.46) and the beamforming weight vector is chosen as

! 1] (4.47)

w= [W] W ot WN }TZ —[
\/ﬁ_z_’

N ones

to represent the case that the same signal is transmitted from all antennas as defined in (4.31).

The gain patterns for vertical and horizontal arrays with different number of elements are illus-
trated using a logarithmic scale in Figs. 4.12 and 4.13, respectively. In both cases, the element
amplitude pattern defined in [6] with 65-degree half-power beamwidth and 8 dBi gain is used, and
the separation between the elements is d = 0.7\. Similar to the case with two elements, increasing
the number of elements in either the vertical or horizontal dimension reduces the width of the main
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Illustration of gain pattern for vertical arrays with two, four, and eight elements.
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Illustration of gain pattern for horizontal arrays with two, four, and eight elements.

lobe in the corresponding dimension. Additionally, the gain patterns for the horizontal arrays are
rotated versions of the corresponding vertical arrays and for this reason, only the case with vertical

arrays is examined more closely in the following discussion.

To complement the three-dimensional illustrations of the gain patterns, Fig. 4.14 shows the gain
pattern as a function of the zenith angle 6 in the vertical plane ¢ =0 for different vertical arrays.

As can be seen from Fig. 4.14, there is a peak as well as several nulls in the gain pattern. The
width of the main lobe decreases and the number of nulls increases as the number of elements
increases. To analyze this in somewhat more detail, the array factor is determined. Substitution of

(4.47) and (4.46) into (4.44) results in

N—-1 : kdcos® 2
2 1 yieoss| 1 [sin(NVAdes)
|AF(0’ 9")’ = nz:; Ne’k o= N Sin(kdczo256)

Bl
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Gain pattern as a function of @ for ¢ =0 for vertical arrays with different number of elements.

where k =27/ . The last equality follows from the fact that the sum is a geometric series (see also
[1] for a detailed derivation). The observations done for the case with two elements in
Section 4.2.4 are now generalized to the case with more elements:

* The maximum gain for an array with N elements is N times higher compared to a single
element. Maximum gain occurs where all the elements’ contributions are in phase, and this
together with the element orientation explains the peak at broadside, # = 90 . At broadside,
coherent addition of N terms, each with an amplitude 1/ /N, results in a power gain of N in
addition to the element gain. As can be seen in Fig. 4.14, for two elements, the gain as
compared to a single element is 3 dB, for four elements it is 6 dB and in the general case, it is
10log,, N dB.
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* There are nulls in the gain pattern. A null occurs when all the contributions sum destructively
so that the array factor becomes zero. From the expression for the array factor in (4.48), the
first nulls occur when

N = *7—odcosf= * (4.49)

kdcosf A
> .

Here, dcosf can be recognized as the path length difference between two adjacent elements
(see also Section 4.2.3), and it can be shown that there are nulls whenever this path length
difference is a multiple of \/N different from a multiple of the wavelength (see also [1]). This
explains why the number of nulls increases with increasing number of elements and furthermore
shows that it depends on the element separation d.

* The width of the main lobe decreases with increasing number of elements. More specifically,
the width scales approximately with A\/(dN) since the angular separation between the first nulls
scales in this way for small \/(dN). This can be seen by first solving (4.49) to establish that the
first nulls appear at angles *+ cqs™! ()\ / (dN)) and then use a Taylor expansion,
cos ' (A/(dN)) ~ /2 — A/(dN ). The reader is referred to [1] for more details as well as more
exact expressions. It should thotigh be remembered that the exact half-power main lobe width
depends not only on the array factor but also on the element pattern, whereas the locations of
the nulls do not. Although the nulls do not coincide with the directions corresponding to the
half-power main lobe width, the scaling for the latter is nevertheless similar to the scaling of the
width as measured between nulls.

 Thus, for fixed element separation, d, and wavelength, A, the main lobe width scales with 1/N.
With reference to Figs. 4.12 and 4.13, it can be seen that vertical stacking of elements into a
vertical array reduces the main lobe width in the vertical plane, whereas horizontal stacking of
elements into a horizontal array reduces the main lobe width in the horizontal plane.

In summary, an array with N elements can increase the gain relative to a single element with N,
or 10log,,N dB on logarithmic scale. At the same time, the half-power beamwidth of the main lobe
at broadside, which represents the range of angles where the gain is high, becomes narrower for a
fixed element separation and scales approximately as A/(dN). Finally, it was also observed that
there are nulls in the radiation pattern, which indicates that it is possible to not only improve the
received signal power in a direction, it is also possible to reduce the signal power in other
directions.

BEAMFORMING

So far, the same signal has been transmitted from all the elements and it has been demonstrated
that by increasing the number of elements in the array the gain increases at broadside, at zenith
angle § =90 and azimuth angle ¢ =0". At the same time, it was also seen that the width of the
main lobe decreases when increasing the number of antennas in the array. In a cellular deployment,
it is of interest to increase the signal strength not only at broadside but to terminals that may be at
an arbitrary angle within a certain range. Beamforming allows adjusting the direction with
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maximum gain, that is, the direction of the main lobe, and this adjustment can be done dynamically
without changing the mechanical orientation of the array.

More specifically the direction is adjusted by changing the transmission delay of the signal cop-
ies transmitted from different elements so the contributions from the different elements arrive at
the same time at the receiver and therefore combine constructively. Equivalently, for a narrowband
signal this can be accomplished by applying a corresponding element—specific phase shift, and this
is what the beamforming weight vector represents. Thus, the beamformer adjusts the phase of the
transmitted signals so that they add in phase at a receiver in a certain direction. This means that the
gain as compared to a single element, the free-space array gain, will be equal to N, the number of
elements, not only at broadside but in any desired direction. Some illustrations of this will be given
for a ULA, followed by a short discussion on element separation and so-called grating lobes.

The technique, to steer a beam in a certain direction by adjusting the phase of the transmitted
signals to maximize the gain to a receiver in a certain direction, leads to what in the present book
is referred to as classical beamforming. In Chapter 6, multiple antenna techniques including more
advanced beamforming techniques are considered in the context of 5G radio network deployments.
However, already here, the opportunities beyond classical beamforming are illustrated. By choosing
the beamforming weights more flexibly, including also adjusting the amplitude, it is possible to
suppress sidelobes, place nulls in certain directions and increase the width of the main lobe.

CLASSICAL BEAMFORMING

So far in the present chapter, the focus has been on the case that the same signal is transmitted from
all the elements of the array. This is now revisited so that copies of the same signal but with differ-
ent time delays are transmitted from the elements. For this purpose, the transmission time delay of
the signal from antenna »n is denoted 7, where the subscript t refers to transmission. The intention
is to choose the delays so that the signals add constructively at a receiver in direction 6y and ;.

Furthermore, in the definition of the array response vector a(f, ), which includes the impact of
the propagation delay differences as function of direction, it was found (see (4.40)), that the relative
propagation delay AT, (00, <p0) for element n satisfies

27 ATy (00, 00) = — dk (6o, ). (4.50)

Thus, the propagation delay difference is related to path length difference which in turn is
related to the position d,, [see (4.27)], relative to a reference point as well as the direction of the
receiver in terms of the wave vector k(90, <p0) defined in (4.39).

In Fig. 4.15, the signal paths are illustrated. In the figure, also the delay between the array’s ref-
erence point used to define the element positions, and the receiving antenna, 7, is included. The
total delay for the contribution from element 7 is

Ttot,n = Tt,n + ATn (90a QO()) + 7. (451)
To make the contributions from the individual elements add constructively, the delays are cho-

sen so that all the contributions have the same total delay. For this reason, they are chosen as

Ton = — A1, (00, 09) = Tion = 7 for alln =1, -+, N. (4.52)
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FIGURE 4.15

Copies of the same signal with different total delays reach the receiving antenna in the direction 6y and ;.

Delay At;(6y,¢,) + T

Delay At,(6,,¢,) + T

Delay Aty (6y,¢0) +7

In the example of Fig. 4.15, where an element further down the array with increasing index n
has a longer propagation delay, the transmission delays should be chosen as 7} > 7, > --- > T n.
Since the signal, x(¢) according to (4.8), is a complex baseband equivalent to a narrowband radio
frequency signal xrg(f), a delay of the radio frequency signal corresponds to a phase shift of the
baseband signal (see also Section 4.2.5),

XRE (t - T[,n) — ef-fz"f‘”"x(t). (4.53)
This means that the baseband signal transmitted from element » is to be taken as
X, () =wpx(t), n=1,...,N, 4.54)

where w, is the complex weight associated with element n. To implement the time delay, the
weight w, is chosen as
Wy = o 2T = Le/hf;An(eo,m) - Le—jdfk(ﬁw.) , (4.55)
N VN
where (4.52) and (4.50) have been used and the factor 1/ VN represents the fact that the total power
is the same independent on how many elements are used. The weights of all the N elements are

then collected into a beamforming weight vector, denoted w(90, 900) to stress its dependency on the
steered direction (6o, ¢;).

1 —jdk(00.00)  ,—id3k(00.00) id? '
W(QO’ 90()) = ﬁ |:€ a, 0>%0 e %K\ 0o,%o e*/de(eo,;oo) :| . (456)

The derivations of the gain done in Section 4.3.2 did not make any specific assumptions on the
beamforming weight vector and therefore (4.43) still applies with the array response vector as
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defined in (4.38). Using the expressions for the array response vector and the beamforming weights,
the gain in the steered direction (90, <p0) becomes

Z

where G(0, ) = | g(0, <p)|2 is the elements’ gain pattern. Thus, the delays, or equivalently the phase
shifts, make all the contributions sum up constructively. Considering (4.45), it furthermore follows
that the (free-space) array gain, as given by the array factor indeed is as expected,

Gaa (60 00) = |a" (6o, 00)w (6o, ©p) | G (6o, py) = NG (6o, ©p). (4.57)

|AF (60, ¢y)|” = N. (4.58)

The Cauchy—Schwartz inequality can be used to estabhsh an upper bound on the gain for any
choice of weights w subject to the total power constraint HWH =1

‘ 0(90,800)“ :NG(QS,%)
_>GAA(00, 990) = ‘aT(Go, QOO)W‘ SNG(@(), (,90)

Since the upper bound is achieved, it can be concluded that the choice of beamforming weights
(4.56) does indeed maximize the gain in the direction 6y and ¢,. This comes from the fact that the
conjugates of the beamforming weights, w® (90, apo), is a scaled version of the array response vector
a (90, QOO) .

To sum up, the direction where the array gain pattern is maximized can be changed by adjusting
the delays, or equivalently the phase shifts represented by the elements in the beamforming weight
vector.

UNIFORM LINEAR ARRAYS

For the case with a ULA and the classical beamforming weights given by (4.56), it is possible to
formulate an expression for the absolute value squared of the array factor similar to (4.48). For the
case with a vertical array, the difference is that cosf is to be replaced by cosf — cosfy, and the
properties of the gain patterns discussed in Section 4.2.4 do therefore essentially carry over (see
further [1—3]). One difference is though that the main lobe width also increases as the steering
direction changes from broadside, #, =90 and this will be seen in the examples below. Another
difference is that the maximum gain, which includes both the array gain part and the element gain
part, will not necessarily occur at the steered direction 6y. The reason for this is that the gain in a
certain direction depends not only on the array factor but also on the element gain in that direction.

A specific example, with a vertical ULA as defined in Section 4.3.3, is considered. The array
consists of N =8 elements separated d = 0.5\ with the element pattern defined in [6]. Four differ-
ent steering angles 6 are considered and the gain pattern as a function of zenith angle @ for ¢ =0
is shown in Fig. 4.16.

As can be seen, it is indeed possible to change the direction of the main lobe by adjusting the
transmission timing of signal copies transmitted from different elements. It may also be observed
that due to the element gain pattern, the direction in which the antenna gain of the array has its
maximum does not fully coincide with the direction for which the array gain is maximized.
Another impact of the element gain is that the maximum gain decreases with increasing steering
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Gain pattern as a function of § for ¢, = 0" and four different steering directions 6y = 90" (top left), 6y = 110" (top
right), 6y = 130" (bottom left) and 6y = 150" (bottom right) using an vertical array of eight elements with gain
model according to [6] separated by d = 0.5\. The black arrows represent the 10log,,8 =~ 9 dB where the array
gain is maximized.

direction. However, the array gain is 10log,,8 ~ 9 dB for all the steered directions. Finally, the
width of the main lobe increases as the angle between broadside and the steering direction
increases.

In fact, since the gain in a given direction is the product of the corresponding element gain and
the array gain, the envelope over all steered beams will have the same shape as the element pattern,
and in the general case with N elements be 10log,,N dB higher. This is illustrated in Fig. 4.17
where gain patterns for 20 different steering directions are shown.
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Gain pattern as a function of 6 for ¢ =0  and different steering directions ) between 0" and 180" (thin lines)
with a vertical array of N = 8 elements with gain model according to [6] and element separation d = 0.5\. For
comparison, the gain for a single element and the single element plus 10log;,8 ~ 9 dB are also shown.

4.4.2.1 On element separation

In the examples so far in the chapter, rather small element spacing has been considered, in the order
of 0.5XA — 1.0, since such are commonly used in practice. A detailed treatment of the impact of
antenna separation would include accounting for the mutual coupling between the elements in the
array and is beyond the scope of this book, even though some aspects are discussed in
Section 12.3.7. However, common to many practical designs is that the maximum gain of the
embedded pattern, which is different compared to the pattern of the element in isolation, can be
increased when the spacing is increased. This appeals to intuition since a larger spacing would lead
to a larger area per elements, which in turn allows collecting more incident power. Given a certain
physical area, there is thus a choice between different partitioning in terms of number of elements
and the area per element which corresponds to different array gains and element gains.

When designing an array, there are not only requirements on gain for signals transmitted to a
single-intended user within a cell (for which it will become clear in Section 6.1.1.2 that the gain
patterns may look substantially different as compared to the ones presented so far). There are also
requirements to transmit signals with wider main lobes, for example intended to multiple users in a
cell. Requirements here are not only related to gain and width of the main lobe but also related to



116 CHAPTER 4 ANTENNA ARRAYS AND CLASSICAL BEAMFORMING

Grating lobes

Intended
: main lobe

Gain (dBi)

\\
\\
\$
\
!\I\ N
——38elements d=2.0 \--—-- 1 element
N A TR T E N T IR T RTR WA

10 30 50 70 90 110 130 150 170
Direction 6 (deg)

FIGURE 4.18

Gain pattern as a function of 6 for vertical ULA with N =8 elements separated by d =2\. The direction of the
main lobe is steered to 6y = 130°.

sidelobes. Balancing different requirements with cost, for example, in terms of antenna size and
complexity, typically leads to antenna separations in the above-mentioned range with a bias toward
0.5A = 0.7\

As a side note, it is well known that increasing the element separation above 0.5\ leads to alias-
ing in the sense that so-called grating lobes as defined in [8] can occur (see also [3]). A rather
extreme example of this is given in Fig. 4.18 for an element separation d =2\ and the main lobe
steered to fy = 130". The corresponding case for 0.5\ is given in Fig. 4.16, where only the intended
main lobe is present.

A grating lobe occurs in a direction other than intended direction in which the signals transmit-
ted from all the elements combine constructively. This means that there is an ambiguity in the
sense that the maximum array gain can be obtained in more than one direction. Whether ambiguity
is a problem or not depends on the application, and if the application is to position a terminal by
receiving signals in the uplink, it is indeed a problem since the direction cannot be uniquely deter-
mined. However, it is still possible to demodulate transmitted data.

BEAMFORMING BEYOND BASIC BEAM STEERING

In Section 4.4.1, basic beam steering was introduced, and it is illustrated in Section 4.4.2 that the
direction of the main lobe could be steered to maximize the (free-space) array gain in a particular
direction. More specifically, the beamforming weights are a function of the intended pointing direc-
tion which can be specified in terms of zenith and azimuth angles 6y and . In the general case,
the beamforming weights may be chosen more freely to generate quite arbitrary gain patterns. This
is the topic of Chapter 6, in which multiple antenna techniques including beamforming techniques
suitable for the multipath radio channels (cf. Section 6.1.1.2) are outlined. As will be seen there,



4.4 BEAMFORMING 117

17F Ry 1 17F
14 1 14
M"r \ "r
8t i 8
= "- g 3l
T 2 Vi s A
£ a4t R i £ 4l
S 7t Y ul] ] T ol
O o} A Y i O ot
SN H I
;oA ! H
ANRY: i
] H
VA i
0 30 60 90 120 150 180 0 30 60 90 120 150 180
Direction 6 (deg) Direction 6 (deg)
----- Beam steering --=-= Beam steering
—— Designed wide beam —— Designed wide beam
FIGURE 4.19

Examples gain patterns for two designed wide beams compared to the gain pattern with beam steering to y = 90’
for the case with vertical ULA with N = 8 elements.

the gain patterns can have quite arbitrary shapes and different from the ones illustrated so far.
Thus, in general, it is possible to select beamforming weights to obtain gain patterns with certain
desired properties, for example, to suppress sidelobe levels, widening the main lobe or have nulls
in specific directions. There is a vast literature available on the topic, and [1,3,9,10] can serve as
starting points for further exploration. Here, the ambition is not to go through in detail how to gen-
erate beamforming weights to meet arbitrary gain patterns, but merely to make the reader aware of
the fact that the properties of the gain pattern for basic beam steering as illustrated in Sections
4.2.4,43.3.1, and 4.4.2 depend on how the beamforming weights are determined.

In Section 4.3.3.1, it was seen that the main lobe width for basic beam steering with a ULA
decreases with increasing length of the array. However, if the beamforming weights are chosen dif-
ferently, this needs not to be the case. For example, by choosing weights such that only one of the
elements is used for transmission, then the main lobe width will not change. At the same time,
there will not be any gain from using the array. In Fig. 4.19, gain patterns for two different beams
designed with the Fourier transform method in [3] are shown for the same case as considered in
Fig. 4.16, which is a vertical ULA with N =8 elements separated by d = 0.5\. The width of the
main lobe is wider, but at the same time, the maximum gain is lower as compared to the beam
steered to broadside 6y =90 . In practice, there is often a constraint on maximum power per ele-
ment, and for this reason other methods are used.

Another example includes creating nulls in the gain pattern in specific directions. For the case
that the main lobe is steered to 6y =90, two directions with nulls are given by (4.49). To create
nulls in L specific directions {(6;,¢,),/=1,...,L}, the beamforming weights need to satisfy

a' (6, )w=0,1=1,...,L. (4.59)

One interpretation of this is that weight vector, w, is constrained to lie in the subspace defined
by the constraints above, and one solution is to project the beamforming weight vector w(@o, <p0)
defined in (4.56) onto this subspace. In practice, more sophisticated approaches are used to strike a
balance between high gain in a desired direction and low but not necessarily zero gain in directions
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Example of gain patterns with null steering compared to the gain pattern with beam steering to 6, = 90" for the
case with a vertical ULA with N = 8 elements.

to be nulled. For this reason, the details on the solution to (4.59) are not further elaborated here. In
Fig. 4.20 gain patterns illustrating nulls being positioned in different directions are shown for the
same setup as in Fig. 4.19.

To sum up, it is possible to create rather arbitrary gain patterns, and properties such as gain,
and main lobe widths depend on the chosen beam weights. Typically imposing additional con-
straints in terms of nulls and beamwidth will lead to lower gain in the steered direction as com-
pared to classical beamforming.

DUAL-POLARIZED UNIFORM PLANAR ARRAYS

The dual-polarized UPA is probably the most common array configuration being considered for
advanced 4G and 5G systems. A UPA, also referred to as uniform rectangular array, offers the
beamforming capabilities of both a vertical and a horizontal ULA simultaneously.

The UPA is a special case of the general array introduced in Section 4.2.5 with element posi-
tions on a uniform grid. For the basic beam steering technique introduced in Section 4.4.1 which
aims at maximizing the gain in a certain direction, the array factor can be written as a product of
an array factor for a vertical array and array factor for a horizontal array. The gain as compared to
using a single element is therefore given by the total number of elements and at broadside, the ver-
tical and horizontal width of the main lobe scales with the inverse of the size of the antenna in the
corresponding dimension.

A dual-polarized UPA is a UPA of dual-polarized element pairs, more specifically two elements
with different, preferably orthogonal, polarizations. The difference as compared to the case with
co-polarized elements is that the beamforming vector generates weighted version of the signal to be
transmitted to elements with different polarization. This allows not only changing the gain pattern
but also controlling the polarization of the transmitted signals, for example to mitigate polarization
mismatch (see also Section 3.4.2).
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UNIFORM PLANAR ARRAY

A UPA consists of a number of elements arranged on a uniform grid with N, rows and Ny, columns.
Such an array will be referred to as an Ny X N, UPA and it contains in total N=N,N, elements.
The spacing between adjacent elements is dy in the vertical domain and d, in the horizontal domain
and the spacing in the two domains need not be the same for the array to be referred to as a UPA.
In Fig. 4.21 an example with an 8 X 4 UPA is depicted.

It may be noted that a ULA, as defined in Section 4.3.3, is a special case of a UPA. More spe-
cifically, a 1 X N UPA corresponds to a horizontal ULA and an N X 1 UPA is a vertical ULA.

The following assumptions are done:

* The N=N,N, elements are ordered (see also Fig. 4.21) such that their locations in Cartesian
coordinates are given by the vectors

dl+m+an = [0 ndy, md\,},
m=0, -, Ny-1,
n .

0, -, Myp-1.

* All elements have the same complex amplitude pattern g(6, ) oriented so that the maximum
(magnitude) occurs in the direction of the x-axis, 6 = 90°, p= 0.

The assumption on the element pattern is further discussed in Section 4.3.3 and with reference
to Fig. 4.21, the ordering of elements is when looking toward the array from the intended coverage
area.

Element N, = 8

Element N, N, = 32

N, = 8 rows -|

Element 1

N, =4 columns

FIGURE 4.21
An 8 X 4 UPA with N, = 8 rows and N,, = 4 columns.
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4.5.1.1 Basic gain pattern

The UPA is a special case of an array with N=N, N}, elements, and under the assumptions listed in
Section 4.3.1, the array response vector can be determined from (4.38) based on the element posi-
tions in (4.60) as

000, D)y s, = (0, e hniinting, (461)

for m=0,---,Ny—1,n=0, ---,N, — 1. From Section 4.4.1, it then follows that to maximize the
gain in a direction 6y and ¢, the weights should according to (4.56) be selected as

1 gdcosts 1 ind sinfosine
-jkmd,, cosfy e jkndhblnaobmsvo’ (4.62)

[W (005 @0)} 1+m+nN, = \/]VV m

for m=0,---,Ny, —1,n=0, ---N, — 1. With the expression of the array response vector in (4.61)
and the chosen beamforming weight vector (4.62), the gain pattern can be written as

2
Gan(0.0) = [a" (0. 9w (0. 00)|” = |AF(0, 9)||AFw(0. )| G (0, ). (4.63)
with
1 Mol
AFV(Q, QD) — e/kdvm(cosé)—cosﬂg), (4.64)
v 2
1= (sin6 6 )

AF 9’ — ejkdhn sinfsinyp—sinfysing,, . (465)

(0, ) N ;

Here, AF,(6, ) is the array factor for a vertical ULA with N, elements separated a distance d,
and AFy(0, ¢) is the array factor for a horizontal ULA with N, elements separated a distance d,.
The array factor can be factored into two array factors as in (4.63) as long as the beamforming
weights are separable so that the weight for the element on row m of column n, w,,, can be written
as wy,w,. The beamforming weights in (4.62) are separable, and in that case, the UPA can be
viewed in two ways:

* A vertical array where each element is a horizontal array so that |AF o, go)| is the array gain
pattern and ‘AFh(H <p)| G(0, p) is the element gain pattern.

* A horizontal array Where each element is a vertical array so that ‘AFh(G, <p)| is the array gain
pattern and ‘AF (o, <p)| G(0, p) is the element gain pattern.

For more details as well as further simplification of the array factors the reader is referred to for
example [1].

From inspection of (4.63)—(4.65) it can be seen that the gain as compared to a single element
obtained in the steered direction 6y and ¢, is indeed equal to the total number of elements N.
Furthermore, for ULAs it is seen in Section 4.3.3 that for a main lobe at broadside, 8, = 90" and
¢, =0, the width of the main lobe scales approximately as \/(Nd). As shown to the left in the
example in Fig. 4.22, the width of the main lobe is small in the vertical domain for an N = 8 verti-
cal array whereas the width of the main lobe is small in the horizontal domain for a horizontal
array. The right part of Fig. 4.22 shows the gain pattern for an 8 X 8 UPA and the width of the
main lobe in this case is reduced in both the horizontal and vertical domains.
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FIGURE 4.22

Iustration of gain pattern for an 8 X 8 UPA as well as vertical and horizontal ULAs with eight elements. The
element is modeled according to [6], an element separation of d = 0.5 is assumed and the main lobe steered to
toward broadside 6y =90 and p =0".

With a similar reasoning to that of Section 4.3.3, it can be argued that the width of the main
lobe decreases with the array size as A/(dyNy) in the horizontal domain and A/(dyN,) in the vertical
domain for steering toward broadside. To illustrate this in more detail, the gain patterns, both as a
function of the azimuth angle ¢ in the horizontal plane # =90 and as a function of the zenith angle
6 in the vertical plane ¢ =0, are shown in Fig. 4.23, for three different antennas arrays in addition
to a single element. It may be noted that at broadside:

* Both a vertical array (8 X 1) and a horizontal array (1 X 8) offer 10log;,8 ~ 9 dB gain as

compared to the single element.
* For the horizontal array (1 X 8) the main lobe is narrow in the horizontal plane, but as wide as

the single element in the vertical plane.

* For the vertical array (8 X 1), the opposite is true in the sense that the main lobe is narrow in
the vertical plane and wide in the horizontal plane.

* The 8 X 8 UPA offers another 9 dB over any of the two linear arrays, and the main lobe widths
are narrow in both the vertical and horizontal planes.



122 CHAPTER 4 ANTENNA ARRAYS AND CLASSICAL BEAMFORMING

26

J
T

Gain (dBi)

Zenith angle 6(deg) Azimuth angle (deg)

FIGURE 4.23

Gain pattern as a function of zenith angle 6 for ¢ =0° (left) and as function of azimuth angle ¢ for 6 =90’
(right) for a single element (1), a vertical eight-element array (8 X 1), a horizontal eight-element array (1 X 8) and
an 8 X 8 UPA (8 X 8). In all cases the element gain model in [6] is used, the element separation is d = 0.5\ and

the main lobe is steered to broadside.

To sum up, for basic beam steering with a UPA, the array factor can be factored into an array
factor for a horizontal array and an array factor for a vertical array. The gain as compared to a sin-
gle element is still given by the total number of elements. For a main lobe steered to broadside, the
main lobe widths in the horizontal and vertical planes will however decrease inversely with increas-
ing antenna size in the corresponding dimension.

DUAL-POLARIZED ARRAYS

Dual-polarized antennas have been used for a long time in radio access networks, both at the termi-
nal side as well as on the base station side. On the base station side, multiple antennas were of
interest initially to mitigate fading dips by diversity as well as losses due to polarization mismatch
between transmitter and receiver antennas. More recently a key driver is to support spatial multi-
plexing as described in Section 6.3. The benefits of dual-polarized antennas can be leveraged also
with antenna arrays, by using arrays of dual-polarized element pairs.

So far in the chapter, all the elements of the array have been assumed to have the same polariza-
tion, and to create a dual-polarized array, each element, such as a dipole, patch or Vivaldi element,
is paired with an identical element with an as orthogonal polarization as possible (see also [3]).
Often such dual-polarized element pairs are implemented in an area-efficient way. From the discus-
sion in Section 4.4.2.1, with an assumed element spacing of around 0.5 — 1), an element pair can
conceptually be envisioned to be implemented within a square with such a side length. Most often
an element pair with =45 linear polarization is used, for example with a crossed dipole pair or a
patch with two feed ports.
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FIGURE 4.24

Example with uniform planar array of dual-polarized element pairs (left) and a single dual-polarized element pair
(right).

In Fig. 4.24, a dual-polarized element pair is illustrated in addition to a UPA of dual-polarized
element pairs. Each pair consists of two elements and has two ports, or feeds, one for polarization
A and one for polarization B, that can be used for transmission and reception of signals implying
that an Ny X Ny, dual-polarized UPA has in total N = 2N, N, elements.

Unless otherwise mentioned, the reader can assume that the N elements are ordered such that
the first N/2 elements have a first polarization A and the last N/2 elements have a second polariza-
tion B. Moreover, the following can also be assumed:

e The N=2NyN, elements in the array are ordered (see Fig. 4.24) such that the locations of them
in Cartesian coordinates are given by the vectors

divminn, spnN, = [0 ndy  md, ], (4.66)
m=0,..,Ny—1,n=0,...Ny,—1,p=0,1 ’
where p enumerates the two polarizations.
* All elements have the same complex amplitude pattern g(6, ) oriented so that the maximum
(magnitude) occurs in the direction of the x-axis, # =90, p=0".
* The elements’ polarizations are defined as

J - T}A(ﬁ, ©) p=1,..,NN,
djﬂ(a, (,D) { 'l/)B(es 9‘7) p= Nth + 1, .oy 2Nth ’ (467)

where {p A0, ¢) and 'QJB(Q, ) represent the two polarizations (see also Section 3.3.3) which in
the general case depend on direction, and not necessarily are orthogonal for all directions.
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Assumptions on the element pattern are further discussed in Section 4.3.3. Furthermore, recall
from Sections 3.3.3 and 3.3.4 that the product g(6, )1, (¢, ) characterizes the transmitted wave in
the far-field in terms of the two orthogonal 8 and @ components.

4.5.2.1 Beamforming including polarization

The use of an array with dual-polarized element pairs allows to control the polarization. This can
be done with a beamformer that transmits the same signal with appropriate weights from two ele-
ments with orthogonal polarizations (see also Section 3.2.3). In the case with dual-polarized ele-
ment pairs, such a beamformer could operate on element pairs effectively making each dual-
polarized element pair appear as single element. This is illustrated in Fig. 4.25.

In the example, the elements pairs are assumed to be *+ 45 linearly polarized. More specifi-
cally, it is assumed the polarizations in (4.67) in a particular direction, such as right in front of the
element pairs, are given by

Pr= 50+ by = 50 0 (468)

Transmitting the same signal from both elements (left part of the figure) makes the element pair
appear as to have vertical linear polarization whereas the other weighting (right part of the figure)
makes the pair appear as an element with horizontal polarization. To be a bit more specific, con-
sider a single dual-polarized element pair, that is, a UPA with N, = N, =1, and assume similar to
the case in Section 4.2, that the same signal is transmitted from the two elements with weights w,
and w,. Then the element pair will appear as an antenna with polarization 1/;t = w,’tp At wz'th and
this allows to minimize the loss due to polarization misalignment between transmitter and receiver
antennas by appropriately adjusting w; and w, (see also Section 3.4.2). So far in the chapter, the
polarizations have been assumed to be aligned (see (4.14)), and with dual-polarized element pairs,
this can thus be achieved. Furthermore, it can also be combined with a UPA of arbitrary size,
including a ULA, which is illustrated in Fig. 4.26.
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FIGURE 4.26

Example of beamforming with a dual polarized array where w, is selected to steer a beam in a direction 6y and
©p> and wy is selected to control the polarization.

In Fig. 4.26, there are two beamformers. A first beamformer, w,, is selected to steer a beam in a
certain direction (00,<p0) for the UPA of element pairs. The second beamformer, wy, is then
selected to control the polarization. It should be noted that in the general case, the N coefficients of
a beamforming weight vector w can be freely chosen, and that the order of the beamformers can be
exchanged. The purpose with the example is merely to demonstrate the possibilities offered by a
dual-polarized array. Additional possibilities, more specifically, use of dual-polarized antennas for
spatial multiplexing will be discussed in Section 6.3.

ARRAYS OF SUBARRAYS

To transmit a signal with beamforming, copies of the signal weighted according to the beamform-
ing weight vector need to be generated for all the elements. For classical beamforming, this results
in a narrower main lobe as compared to using a single element and allows the direction of the main
lobe to be steered. If, however, the set of needed steering directions fall within a limited range of
angles, it is not necessary to apply individual adjustments for all the elements. The array can be
partitioned into subarrays, where a subarray is here defined for a dual-polarized antenna array as a
subset of dual-polarized elements pairs connected to two ports, one for each polarization. To
change the direction, a copy is then needed only for every subarray port. As will be seen, the range
of angles, where the main lobe can be directed without significant gain drop, typically decreases by
increasing the size of each subarray. For a given total array size, this corresponds to reducing the
number of subarrays and thereby reducing the complexity in the sense that the number of signals
that needs to be independently weighted is lower (see also Section 12.3.3).
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In the present book, a subarray partitioning will refer to an implementation at radio frequency
through appropriate design of the signal paths between a subarray’s port and its elements. A radio
chain is connected to each subarray port and since the number of radio chains needed can then be
reduced, it enables a substantial complexity reduction. Therefore, the subarray size is an important
design parameter for practical advanced antenna system (AAS) deployments and will be dealt with
in Chapters 13 and 14 in general and in Section 13.2.2 in particular.

In what follows, partitioning of a UPA into subarrays is first defined, and after that gain as a
function of angle will be illustrated for partitioning a vertical ULA into different subarray sizes.

PARTITIONING AN ANTENNA ARRAY INTO AN ARRAY OF SUBARRAYS

It is assumed that the array to be partitioned is a UPA with K, rows and K} columns of in total
K = K,K} dual-polarized element pairs as defined in Section 4.5.2. The element pairs of such a
UPA can be partitioned into non-overlapping rectangular subsets of element pairs, referred to as
subarrays similar to [8]. All subarrays are, to ease the exposition, assumed to have the same size
with M, rows and M} columns. Due to this the array can also be seen as an array of subarrays
(AoSA), with N, rows and N, columns. Two examples of partitioning an 8 X 8 UPA of dual-
polarized element pairs are shown in Fig. 4.27.

Due to the assumption that subarrays have the same size, it follows that the dimensions of the
subarray (M, and M), the AoSA (N, and Ny), and the underlying UPA (K, and Kj}) are related as
follows

Kv = NVMV, Kh :Nth.
In the following, the notation
(Mv X Mh)SA(Nv X Nh)

will be used as shorthand for a UPA with N, rows and Ny, columns of subarrays with M, rows and
M, columns.

Since the subarray is a UPA with dual-polarized element pairs, it is in here defined to have a
pair of ports, one for each polarization. This is different from [8] where a subarray has one port.

NZN/NZN/ N/ \/\/\/ NZINZINZINZINZINZINZ 1N NZNZINZ \NZ|NZ NZ|NZ N7
ININININIIN NN\ INZNIZNIZNZNZN 2N 12N IN NN INZN N[N /N
NN/ N/ N/ \/\/\/\/ NZINZINZINZINZINZ INZINZ NZ NZINZ NZINZ NZ[NZ N7
ININININININ NN INIZNIZNIZNIZNIZNIZNIZN IN NN NI\ ZN[ZN /N
NN/ N/ N/ \/\/\/\/ NZINZINZINZINZ INZINZ N NZ NZINZ NZINZ NZ[\Z \7
ININININIININ NN INZNZNIZNIZNIZN 2N 12N ININNIZNZN ZN[ZN 7N
NZNZ N/ N/ \/\/\/\/ NZINZINZINZINZINZINZ N7 NZ NZINZ NZ[N\N7Z \NZ|\7 \7/
NV NN/ N NSNS INIZNIZNIZNIZNIZNIZNIZN IN NN INIZN INIZN /N
NN/ N/ N/ \/\/\/\/ NZINZINZINZINZINZ INZINZ NZ NZINZ NZINZ NZ[NZ N7
ANV N LNV AT N INZNZNIZNZNZN 2N 2N IN NN INZN N[N /N
NN NN ZENTANT NZINZINZINZ INZINZINZ 1N NZ NZINZ \NZ|\Z NZ|NZ \7
ININININIININ NN IZN\IZNZNIZNIZNIZNIZN 12N IN NN IZNZN ZNZN /N
NZN/ZN\N/\/\/\/\/\/ NZINZINZINZINZINZINZ N NZ NZINZ NZINZ NZ (N7 N7
INININININIIN NN INIZNZNIZNIZNIZNIZNIZN ININZNINIZN NN /N
NZNZNZ N/ N/ N/ \/\/ NZINZINZINZINZINZINZ N7 NZ NZINZ NZINZ NZ[N\Z N7
NN NN NN\ N\ N\ ZN\|ZNZNIZNIZNIZN /N I/ YAYANTAYANTAY AN AT AN
8x8 (2 Xl)SA(4X 8) (4X2)SA(2X4)

FIGURE 4.27

An 8 X 8 UPA with 64 dual-polarized element pairs (a) can, for example, be partitioned into a 4 X 8 array of
subarrays with 2 X 1 subarrays (b) or into a 2 X 4 array of subarrays with 4 X 2 subarrays (c).
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FIGURE 4.28

Example of a 4 X 1 subarray (left) consisting of four dual-polarized element pairs (right).

More specifically, an element pair has one element with polarization A and one element with polar-
ization B. In line with this, the subarray has two ports, one for polarization A and another for polar-
ization B. The elements with polarization A are connected to the subarray port with polarization A
and the elements with polarization B are connected to the subarray port with polarization B.

Furthermore, a radio chain is connected to a subarray port and the signal transmitted from an
element will depend also on the phase characteristics of the signal path between the subarray port
and the element. If all signal paths are such that exactly the same signal is transmitted from the ele-
ments of the subarray, the gain will increase at broadside (see Sections 4.3.2 and 4.5.1.1). At the
same time, it is also possible to design other characteristics for example by selection of signal
paths’ lengths’, or equivalently phase shifts (see Section 4.4.1) to adjust the direction of the main
lobe, similar to electrical tilt in conventional base station antennas. In any case, this means that the
signal paths’ characteristics of the subarray can be represented by a classical beamformer, wga,
which in what follows, is assumed to be the same for both polarizations and also fixed in the sense
that it is not dynamically changed to steer beams to different users in different time slots. The func-
tionality of a subarray is illustrated with an example in Fig. 4.28.

From a radio perspective, the array of subarrays appears as a UPA of dual-polarized element
pairs, where in this case each element pair is a subarray. This means that the radio needs to have in
total 2N, Ny, radio chains, one per subarray port and weighted versions of the signal are generated
based on the beamforming weight vector wao,sa Which can be dynamically changed. This is illus-
trated in Fig. 4.29.
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FIGURE 4.29

Example with beamforming at baseband seeing a 1 X8 UPA of dual-polarized subarrays, converted to radio
frequency using 16 radio chains and connected to a 4 X 8 UPA partitioned into a 1 X 8 array of subarrays with
4 X 1 subarrays.

The total beamforming weight vector as seen from the array of dual-polarized element pairs is
thus the result of both the subarray beamformer ws, and the beamformer realized by the radio
Waosa. Whereas the radio chains allow to dynamically adapt the beamformer wa,sa, the subarray
beamformer wsa is implemented at radio frequency close to the antenna elements and regarded as
either fixed or changed on a slow basis for electrical down-tilt functionality. Thus, effectively, the
set of beamforming weights that can be used for the array of element pairs is constrained.

In previous sections, it has been established that the total gain is a function of the elements’
gain and the array gain and that the array gain for classical beamforming is given by the number of
elements. In the present case, the subarray can be seen as an element, and when an AoSA is used
with classical beamforming, the achievable gain pattern will have the same shape as the subarray
pattern, similar to Fig. 4.17. Since the subarray beamformer is taken as a classical beamformer,
with main lobe width decreasing with increasing subarray size, it follows for a fixed array size that
the range of angles with high total gain decreases as the subarray size increases, or equivalently, as
the number of radio chains is reduced.

Finally, it should also be noted that the concept of subarrays as described in here can be gener-
alized, for example, to allow dynamic updating of the subarray beamformer weights but in a con-
strained manner such as constant over frequency in case of OFDM-based transmission introduced
in Chapter 5. Such a generalization can be viewed as offering the possibility to dynamically change
the intended coverage area within which the AoSA beamformer may operate completely flexible
over also frequency. A detailed description of this is however beyond the scope of this book.
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GAIN PATTERNS

To illustrate the impact of the subarray partitioning introduced in the previous Section 4.6.1, classic
beamforming is considered. Only one of the polarizations is examined, and the receiver antenna is
assumed to be aligned with respect to the chosen polarization. From the radio’s perspective the
AoSA then appears as an Ny X N, UPA where each element is a subarray which in turn appears as
an M, X My, UPA. The gain as a function of direction can therefore be expressed using (4.63) as

Gaosa(0, 9) = |AR(0, 0)|*|AF(6, 9)|'Gsa (0, ), (4.69)

Gsa(6, ) = | A, sa(0, ©)[*| APy sa(0, 9)[?G(6, ). (4.70)

The array factors for the AoSA, AF, (0, p), and AFL(0, p) are given by (4.64) and (4.65) with
element spacing M,d, and Myd,, respectively, and they depend on the dynamically controlled steer-
ing direction ¢y and ¢,. The same expressions also apply for the subarray’s array factors
AF, sa(6, ¢) and AF), g4 (6, @), but with element spacing d, and d,, respectively, and corresponding
fixed or slowly varying steering directions 6so and ¢g, for the subarray.

In any steered direction 6y and ¢, the array factors for the AoSA will achieve their maximum
values, so that (4.69) becomes

Gaosa (00, 05) = NyNuGsa (60, ) 4.71)

and for the special case that the steered direction coincides with the fixed subarray steering direc-
tion, 6y = Osa and @, = pg,, the gain in (4.71) becomes using (4.70)

Gaosa (Osas Psa) = NoNaMyMy G (Osa, sy )- 4.72)

Thus, in the direction of the subarrays’ steered direction, the gain over using a single element is
given by the total number of element pairs in the partitioned array K=N,NyM,M,. This is the
same as the maximum gain obtained if the subarray constraint would be lifted so that there was one
radio chain per element. Thus, the subarray partitioning does not reduce the maximum gain.

From (4.71) it further follows that the shape of the achievable gain pattern, which is the enve-
lope of all steered beams, is given by the subarray gain pattern, which in turn depends on the size
of the array in the corresponding dimension (see also Section 4.5.1.1). Taking the case when the
subarray is a vertical ULA, the following is noted:

* The taller the subarray, the smaller is its vertical half-power beamwidth and the smaller is the
range of elevation angles for which a gain within say 3 dB of the maximum gain can be
achieved. At the same time, for a fixed total array size, the taller the subarray, the lower is the
number of subarrays and the lower is the number of radio chains needed.

* The shorter the subarray, the larger is its vertical half-power beamwidth and the larger is the
range of elevation angles for which a gain within say 3 dB of the maximum gain can be
achieved. At the same time, for a fixed total array size, the shorter the subarray, the higher is
the number of subarrays and the higher is the number of radio chains needed.

This is next further explored for an 8 X 1 vertical UPA. Such a UPA can be partitioned in four
different ways with subarray sizes 1 X1, 2 X 1, 4 X 1, and 8 X 1 with corresponding AoSA sizes
8X1,4X1,2X1, and 1 X1 where the case (8 X 1)sa(l X 1) corresponds to the case with no
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Gain pattern as a function of 6 for different steering angles 6, between 0 and 180" (thin lines) by using a vertical
array of K, =8 elements with gain model according to [6], element separation d = 0.5, and different subarray
sizes M, with fs5 = 90". For comparison, the gain for a single element and the gain for a single subarray plus
10log, Ny /M, are also shown.

dynamic beamforming. Gain pattern as a function of the angle @ for ¢ =0 is plotted for different
steering angles 6 and for comparison the envelope of the steered main lobes, as given by (4.71), is
plotted as well in Fig. 4.30.

Another perspective is given in Fig. 4.31, showing the gain pattern for the individual subarrays
to the left, and further the envelopes for the different subarray sizes when used with beamforming
to the right. Such an envelope, or achievable gain thus includes both gain of the subarrays’ fixed
beamformer as well as the gain of dynamic beam steering.

To sum up, the gain for beamforming using a UPA partitioned into AoSA has been considered,
and it was illustrated that the range of angles for which high gain can be offered, for example to
match an intended coverage area, depends on the size of the subarrays. If the range of angles is
small, it is possible to use large subarrays, which, as further discussed in Section 12.3.3, offer cost-
efficiency benefits.
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FIGURE 4.31

Ilustration of gain pattern for a single subarray (left) and the envelope of all beams when beam steering is done
using the array of subarrays (right).

Finally, the selection of a suitable antenna configuration needs to consider both the signal gain
and interference, and this topic is addressed in Sections 13.4 and 14.3, where it is demonstrated
that a suitable array partitioning depends on the deployment. Typically, such partitioning is done in
the vertical domain since the range of vertical angles as seen from the base station is rather small.
In this case, the partitioning allows benefiting from the antenna area without requiring an excessive
number of radio chains.

SUMMARY

As stated in the introduction, the intention with this chapter is to explain the basic concept of clas-
sical beamforming. Similar to a flashlight beam, signal power can be directed in a desired direction
and this has been illustrated in the form gain patterns for uniform linear and planar arrays.

A summary of the chapter is as follows.

* Classic beamforming is described in Section 4.4.1.
It can maximize the gain pattern in a steerable direction under free-space propagation
conditions.
With an array of N elements, the gain in terms of received power compared to using a single
element is N in the steered direction for the case of free-space propagation.
The power gain as compared to a single isotropic antenna in any steered direction is a
product of N and the elements’ gain in the steered direction.
For a ULA, the width of the main lobe steered to broadside is approximately proportional to
A/(dN) in the dimension of the array’s orientation, where X is the wavelength and d is the
element separation.
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For a UPA, the width of the main lobe steered to broadside in the vertical and horizontal domain
is proportional to main lobe widths of the corresponding vertical and horizontal linear arrays.
Gain and width of the main lobe depend not only on the array but also on the beamformer as
illustrated in Section 4.4.3.

* Array configurations

A uniform linear array (ULA) is defined in Section 4.3.3.

A uniform planar array (UPA) is defined in Section 4.5.1.

A UPA of dual-polarized element pairs is defined in Section 4.5.2. This array configuration
allows the beamformer to control also the polarization as illustrated in Section 4.5.2.1.

* The array response vector a(f, ¢) is defined in Section 4.3.2.

It includes the elements’ amplitude pattern and the phase shift due to propagation delay
differences as a function of direction for the elements of the array.

It can be seen as a free-space channel between the transmitting elements of the array and an
isotropic receiving antenna as function of direction.

It will be used in Section 5.3.2 to formulate a MIMO channel model.

The gain in a certain direction can be expressed as a product between the corresponding
array response vector and the beamforming weight vector.

* Arrays of subarrays

An array can be partitioned into subarrays with fixed beamformers as described in
Section 4.6.1.

Such a partitioning allows a tradeoff between the number of radio chains and the range of
angles for which high gain can be achieved. This concept is used when identifying
suitable AAS configurations for different deployment scenarios in Chapters 13 and 14.

In Chapters 5 and 6, the discussion will be extended beyond classical beamforming, free-space
propagation and multiple antennas only at the transmitter side. More advanced multiple antenna
techniques will be considered for OFDM-based transmission in multipath propagation scenarios
with multiple antennas also at the receiver side.
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CHAPTER

OFDM-BASED MIMO SYSTEMS

The main purpose of this chapter is to derive and describe a multiple-input multiple-output
(MIMO) channel model for orthogonal frequency division multiplexing (OFDM)—based transmis-
sion and associated properties such as spatial correlation. This will be key when describing multi-
antenna techniques in Chapter 6 and to understand the rationale for the 3GPP standard specifica-
tions for long-term evolution (LTE) and new radio (NR) introduced in Chapter 8 and Chapter 9.

INTRODUCTION

It will be shown in subsequent sections that for a MIMO OFDM-based system, the relation between
transmitted and received signals for a given subcarrier and at a certain point in time can be written
as the following simple matrix relation:

y=Hx +e, (5.1

where the received signal, the transmitted signal, and additive impairments are represented by the
vectors y, x, and e, respectively. The impairments stem from thermal noise, distortions, and inter-
ference. The complex-valued matrix H represents the impact of the radio channel for the given sub-
carrier and time instance, and as multiple signals can be transmitted as well as received, the
channel is referred to as a MIMO channel. The dimensions of the vectors and the matrix correspond
to the number of transmit and receive antennas.

As will be explained in the following, using OFDM allows modeling the channel between a spe-
cific transmit-receive antenna pair, for each subcarrier, as a complex-valued scalar. This is a prop-
erty that also makes OFDM attractive for wideband MIMO communications as it simplifies the
receiver compared to other schemes such as spread spectrum-based transmission as used in 3G.

The model (5.1) will be formulated based on the so-called array response vectors introduced in
Section 4.3.2 and the radio propagation characteristics discussed in Chapter 3. More specifically,
the MIMO channel matrix will be expressed in terms of propagation path attributes such as angles
and delays. Moreover, long-term channel properties by means of spatial correlation matrices will
be introduced. In addition, whereas Chapter 3 and Chapter 4 considered mainly narrowband signals
such as a sinusoid, a wideband OFDM signal will be considered in this chapter.

ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING

The air interface waveform of LTE and NR, like many other modern digital communication stan-
dards, is based on orthogonal frequency division multiplexing (OFDM). OFDM is highly spectrally
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efficient and allows high data rate transmission with low receiver complexity even in a dispersive
radio channel.

OFDM is a multicarrier modulation scheme that utilizes many narrowband so-called subcarriers
that are densely packed in frequency while still being mutually orthogonal. The composite signal
has wide bandwidth and facilitates an efficient and flexible sharing of resources in the frequency
domain. Hence, rather than transmitting a single stream of modulated symbols (explained below)
with short symbol duration, multiple modulated symbols are transmitted in parallel on different
subcarriers with much longer symbol duration. Using a longer symbol duration makes the transmis-
sion more robust against channel delay spread, that is, each subcarrier experiences a non-frequency
selective (i.e., flat) channel.

The orthogonality of OFDM transmissions comes from the specific frequency domain structure
and the choice of subcarrier spacing equal to the inverse OFDM symbol duration (defined below).
In particular, the receiver needs to correlate over a complete OFDM symbol time interval to pre-
serve orthogonality. To maintain the orthogonality between subcarriers and counteract intersymbol
interference (ISI) also in radio channels with time dispersion, a cyclic prefix (CP) that extends the
symbol duration slightly is inserted.

There is a rich literature describing OFDM and its applications; see, for example, [1—3], and
the references therein for further details.

OUTLINE

Section 5.2 starts by describing the case of OFDM transmission using a single transmit antenna and
a single receive antenna, referred to as single-input single-output (SISO). The description will
include OFDM modulation and demodulation as well as CP insertion that plays a key role when it
comes to maintaining the orthogonality between so-called resource elements (REs) in radio chan-
nels with time dispersion. Moreover, some examples are given for how different signals, for exam-
ple, intended for different users, can be multiplexed in time, in frequency, and even spatially. The
section is concluded with a description of discrete Fourier transform (DFT)-precoded OFDM,
which is used for uplink transmission in LTE and can be used also in uplink for NR.

Section 5.3 then builds on Section 5.2 and addresses the MIMO OFDM case. The basic MIMO
model for a single subcarrier is introduced and the MIMO channel is expressed using the array
response vector introduced in Section 4.3.2. For both single- and dual-polarized antenna arrays, the
spatial structure of the MIMO channel can then be revealed by expressing it as a weighted sum of
outer products. Understanding this channel structure is fundamental to MIMO OFDM performance
and algorithm design as will be seen in later chapters.

Finally, the exposition of the spatial structure is concluded by introducing various spatial corre-
lation matrices and discussing their properties. The point to be made is that even time-averaged
metrics of the channel matrix that utilizes second-order statistics, such as correlation, contain spa-
tial information. Hence, there is an underlying long-term property of the MIMO channel that can
be exploited by the MIMO transmission scheme and precoding.

Having exposed some details of OFDM and MIMO, Section 5.4 returns to the radiation pattern
(introduced in Section 3.3.4) and relates it to a two-element channel. This gives some fundamental
basics that help understanding the meaning of the term beam, which is addressed in Section 5.5,
both for the case of transmission and reception.
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In Section 5.5 the terms beam and beamforming are discussed. As the use of multi-antenna tech-
nologies has changed over the years, a generalization and clarification of the traditional definition
of a beam are motivated.

Finally, the chapter is concluded in Section 5.6.

SINGLE-ANTENNA OFDM TRANSMISSION AND RECEPTION

The basic concept of OFDM is as the abbreviation suggests, to use several parallel so-called sub-
carriers on different frequencies. This is illustrated in Fig. 5.1.

For example, with a 20 MHz channel bandwidth, an LTE carrier uses 1200 subcarriers with a
subcarrier spacing of Ay =15 kHz. An NR carrier can use up to 3300 subcarriers with a configur-
able subcarrier spacing, Ay =15-2"kHz, ©=0,1,2,3, for data and bandwidths up to 100 MHz
(see Section 9.3). There will be some empty subcarriers at the band edges to allow for means, such
as filtering, to reduce the power outside the channel bandwidth where another carrier of the same
or a different operator may be in use.

At the top of Fig. 5.2, a simplified illustration of transmission and reception in an OFDM-based
system is given. In the transmitter, a block of data bits is encoded by the channel encoder (using a
Turbo code in LTE and low-density parity check codes in NR) and further modulated to generate a
block of quadrature amplitude modulation (QAM) symbols where each QAM symbol may contain
2—8 encoded bits depending on the used modulation order. See Table 8.1 for the different modula-
tion constellations used in LTE. The block of QAM symbols is then mapped to the different subcar-
riers of an OFDM modulator according to the resources assigned for transmission.

In practice, an OFDM modulator is implemented using an inverse fast Fourier transform (IFFT)
to obtain a sequence of time domain samples, where the full sequence is referred to as one OFDM
symbol. To maintain orthogonality between QAM symbols transmitted on different subcarriers in
radio channels with non-zero time dispersion, a so-called cyclic prefix (CP) is added where the last
part of the OFDM symbol is copied and added at the beginning of the OFDM symbol, thereby

Channel bandwidth

Subcarrier spacing 4

Frequency

[\ J

N, subcarriers

FIGURE 5.1

OFDM using Ny subcarriers within an allocated channel bandwidth.
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Single-antenna transmission and single-antenna reception of data using Ny, OFDM subcarriers (top) can be

viewed as communicating over N parallel and non-interfering channels (bottom).

making the OFDM symbol duration longer in time. The length of the CP should be larger than the
time dispersion of the channel (see Section 3.6) in order to maintain subcarrier orthogonality in the
receiver. However, adding a CP also reduces the spectral efficiency since it implies additional over-
head, and this is the price for maintaining subcarrier orthogonality. The procedure of performing
the IFFT and adding the CP is done by an OFDM modulator.

Note the difference between the QAM symbols, which are the stream of symbols that are input
to the IFFT, and the single OFDM symbol, which is the resulting output from the OFDM modula-
tor. The sequence of OFDM symbols is then fed to a radio chain that will generate an analog high-
power signal at radio frequency for the transmission from the antenna. This radio chain processing
includes digital-to-analog conversion, filtering, upconversion to radio frequency and amplification
(see also Fig. 11.2).

In the receiver, a radio chain performs downconversion, filtering, and sampling of the antenna
signal to generate a sequence of received samples (see also Fig. 11.4). An OFDM demodulator will
remove samples corresponding to the CP and perform a fast Fourier transform (FFT) on a block of
samples to recover the symbols transmitted on the different subcarriers. The received QAM sym-
bols are then extracted from the output of the OFDM demodulator and after equalization, that is,
compensation for the impact of the radio channel, a QAM demodulator generates soft bits that are
used by the channel decoder to decode the transmitted block of data bits. A soft representation of a
transmitted binary bit is a real-valued number, which represents a probability that the transmitted
bit was either 0 or 1. The channel decoder takes soft bits jointly into account before deciding on
the most probable transmitted sequence of binary bits in the block.

OFDM modulation and demodulation as well as the role of the CP will be described in more
detail in the next sections. If the CP is chosen larger than the time dispersion in the radio channel,
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then the demodulator output on subcarrier k in a certain OFDM symbol, y;, can for this SISO case
be expressed as

Yk = Hyxy + ey, (5.2)

where H; is a complex scalar channel coefficient, x; is the transmitted modulated symbol such as a
data-carrying QAM symbol, and e; represents impairments.

The channel coefficient H; is determined by the channel transfer function defined in
Section 3.6.2.4 evaluated at the frequency of the subcarrier and can be recognized as a Fourier
transform of the channel impulse response (see also Section 5.2.3). The additive impairments stem
from thermal noise, distortions, as well as intra- and intercell interference but they do not include
any contributions from the other subcarriers or OFDM symbols. In particular, it may be noted from
(5.2), that there is no interference from any other QAM symbols, and consequently equalization
becomes simply a matter of compensating for the phase of the channel coefficient and taking the
channel coefficient magnitude as well as the power of the additive impairment factor into account
when estimating the soft bit values.

Hence, OFDM-based SISO transmission allows modeling the system as a set of multiple, ideally
independent, single-carrier SISO links. Each modulated symbol x; is carried over a scalar channel
H, and received without interference from the simultaneous transmissions on the other subcarriers.

ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING MODULATION AND
DEMODULATION

The OFDM modulation and demodulation are now described in more detail. As mentioned in the
previous section, OFDM transmission is block-based in the sense that time is divided into symbol
intervals, known as OFDM symbols, and in each OFDM symbol, multiple data-carrying QAM sym-
bols are transmitted in parallel using the allocated subcarriers. For the single transmit and receive
antenna case, the continuous-time baseband signal x(f) to be transmitted can, in line with [4], be
expressed as

Ny
x(t) = Zxkefmf’“, —Tp,=<t=T, (5.3)
k=1
where x; is the QAM symbol of subcarrier k, A¢ is the subcarrier spacing, Ny is the number of sub-
carriers, T¢p is the length of the CP, and T is the duration of the OFDM symbol excluding the CP.
In practice, the signal x(z) is generated by using an IFFT of the QAM symbol sequence {xk};:’il, as
illustrated in Fig. 5.2, followed by appropriate upsampling, digital-to-analog conversion, and appro-
priate filtering.
To ensure that subcarriers become orthogonal, the subcarrier spacing Ay can be selected (shown
below) as

Af = 5.4

T 5
and since the signal in (5.3) then is periodic with period T, the CP is a cyclic extension in the sense
that the last part of the signal 7 is copied and used as the CP, inserted in the beginning. Hence, the
OFDM symbol length becomes Ty =T + T, after CP insertion.
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Orthogonality means that the receiver can recover the symbol transmitted on a specific subcar-
rier by correlating the received signal with the corresponding complex exponential for the fre-
quency over the symbol interval. In detail, assume that the received baseband signal before the
OFDM demodulator is

(1) = x(1) + n(2), (5.5)

where x(7) is the transmitted OFDM symbol in (5.3) and n(r) represents additive impairments
including thermal noise. To recover the symbol x; transmitted on subcarrier k¥ the OFDM demodu-
lator correlates y(#) with the complex exponential of the same frequency,

(" 4
Y= ;J y(Oe P tar, (5.6)
0

where it may be noted that the receiver discards the CP which is the first part of the symbol with
duration T¢,. By combining (5.3), (5.4), and (5.5), and using the identity

T .
I Tifl=k
2r(l—k): 7.

Jod dt {Oifl;é K

it follows that the subcarriers are indeed orthogonal and (5.6) can be re-written as

1 T ) 1 T Ny . o 1 Ny T ,
J (x(r) + n(r))e 2K gy = fJ x, @+ n(t) | e P Ride = — E xlj &2~ 0r gy
0 = T

Vi = =
T T 0 1= 1=1 0
T

+ —J n(t)ef-"zﬂk%dt =x; + ey, 5.7)
T Jo
where ¢; represents the contribution from the noise term n(z) at the output of the correlator. Hence,
there are no contributions from the other subcarriers after the correlation and this stems from the
selection of subcarrier spacing in (5.4).

In a practical receiver, an OFDM demodulator is implemented in the digital domain after filter-
ing and analog-to-digital conversion, and the integration is replaced by a summation, which can be
implemented with an FFT as illustrated in Fig. 5.2.

CYCLIC PREFIX AND TIME DISPERSIVE CHANNEL

In practice, multiple consecutive OFDM symbols are transmitted and received over a radio channel
with multipath propagation. In this case, the received signal before the OFDM demodulator is
represented as

W)=Y (e = 74) + o), (5.8)

where expressions for the path coefficients {'yn} and delays {7,} can be found in Section 3.6
(although these parameters are not important for the following discussion).

In the previous section, the transmitter generated an OFDM symbol with duration 75 =T + T,.
Due to the time dispersion introduced by the multipath propagation in the radio channel, each
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received symbol will have a duration Ty + A, where the time dispersion, A,, is the difference in
delay between the first and the last path,

A; = max 7, — min 7,. 5.9

This is illustrated in Fig. 5.3.
However, the OFDM demodulator introduced in the previous section discarded the first part of
the symbol. This means that as long as the time dispersion is smaller than the CP,

A, =Ty, (5.10)

then it is possible for the receiver to position the “window” corresponding to the OFDM symbol
duration 7, so that there is no contribution from the preceding OFDM symbol. The CP thus acts as
a guard that protects against interference from previously transmitted symbols. This is also illus-
trated in Fig. 5.3.

From an ISI perspective, interference between OFDM symbols could be equally well handled
by having an empty guard period between every OFDM symbol. However, as described in [2] the
CP also effectively maintains the orthogonality between the subcarriers within an OFDM symbol
and is thus the method used in LTE and NR.

FREQUENCY DOMAIN MODEL AND EQUALIZATION

A CP with duration larger than the time dispersion in a radio channel with multipath propagation
enables the receiver to recover the symbols transmitted on different subcarriers in different OFDM
symbols without any mutual interference. The channel coefficient describes how the radio channel
impacts the symbol transmitted on a subcarrier, as will be seen next.

Due to the propagation delays, between the transmitter and the receiver, the receiver needs to
align its window accordingly so that it starts at

Tmin 2 Min 7, (5.11)

T3 Inter-symbol interence
N —TH0—
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W\ 270 a1 |
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FIGURE 5.3

Due to time dispersion of the radio channel, the symbols appear longer at the receiver. If the time dispersion is smaller
than the length of the cyclic prefix, interference between OFDM symbols can be avoided after OFDM demodulation.
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The demodulator output in (5.6) for subcarrier k is then taken as

1 (TmintT )
Vi = ?J y(t)e FHRANTnin) gy (5.12)

Tmin
Next, for notational simplicity it is assumed that the path and delays are defined from a receiver
perspective so that the first path corresponds to zero delay,

Tmin = 0. (5.13)

By using the expression for the received signal in (5.8) for the case with multipath propagation
in the expression for the output of the OFDM demodulator in (5.12), and using the expression for
the transmitted signal x(f) from (5.3) with the assumptions on receiver alignment in (5.13) and time
dispersion less than CP length (5.10), it follows that the subcarriers are still orthogonal and the
demodulator output (5.14) can be shown to be

i = Hyxy + ey, (5.14)

where ¢, stems from the impairments and the channel coefficient experienced by subcarrier k is
given by

S i (5.15)

Before discussing the properties of the channel coefficient H, the first observation is that
despite the time dispersion in the radio channel, the orthogonality between the subcarriers is main-
tained in the sense that the output for subcarrier k, y; in (5.14), contains no contributions from sym-
bols transmitted on any other subcarriers x; for / # k. As mentioned above in the introduction in
Section 5.2, this is the reason why equalization becomes simple and straightforward for OFDM
with CP also in time dispersive radio channels.

To detect x; from y; in (5.14) implies that the channel H, first needs to be estimated and this is
done by transmitting a few known modulated symbols. This is referred to as inserting demodulation
reference signal (DM-RS) among the transmitted symbols x; on certain subcarriers where data sym-
bols are not transmitted. By using these known transmitted signals, typically QAM symbols, the
receiver can with appropriate averaging and interpolation between these reference symbol carrying
subcarriers generate estimates of the channel Hy for all subcarriers and for all OFDM symbols. The
placement of reference symbols is illustrated in Fig. 5.4 and the possible DM-RS configurations
available in NR are given in Section 9.3.1.2.

The channel coefficient for subcarrier k in (5.15) can be recognized as the channel transfer func-
tion defined in Section 3.6.2.4, or equivalently the Fourier transform of the channel impulse
response for the baseband signal, evaluated for the frequency of the subcarrier, kA¢. In a practical
digital implementation, the channel coefficients are given by a discrete-time Fourier transform
rather than a continuous-time Fourier transform, and the impact of filtering is included. In both
cases, the channel coefficient is referred to as the frequency domain channel.

Another important aspect related to orthogonality is the need for synchronization. In light of
(5.12), the receiver needs to align the integration window and know the delay of the first tap, Tmin,
at least to the extent that a decent amount of the signal power is within the assumed CP window.
However, there is also a need to align with respect to frequency, and in practice there is often a fre-
quency mismatch between the receiver and the transmitter. In fact, if the frequency offset is as
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In each time slot, different signals can be multiplexed onto different resource elements, where a resource element
refers to a single subcarrier in a single OFDM symbol. In this figure only a single layer is illustrated.

large as the subcarrier spacing, then due to the orthogonality, no signal power would be received.
For this purpose, in standards such as LTE and NR, synchronization signals are transmitted from
the base stations and additional reference signals are used not only for channel estimation and mea-
surements, but also for fine-tuning the time and frequency synchronization. This fine-tuning is criti-
cal to be able to receive higher-order, highly spectral efficient QAM constellations as they are
more sensitive to misalignment. In NR, the tracking RS was introduced for this purpose (see
Section 9.3.1.1.1).

It should be noted that the orthogonality is lost, which may degrade demodulation performance,
if there are channel variations during the OFDM symbol time, for example, caused by fast user
equipment (UE) movement. In that case, the basic relation (5.13) needs to be modified for correct
modeling, for example, by including intercarrier interference contributions in the impairments
term ey.

5.2.4 MULTIPLEXING ON A TIME—FREQUENCY GRID

So far in this chapter, transmission of data bits to a single receiver has been illustrated, and it was
observed that reference signals are typically needed for time and frequency synchronization as well
as channel estimation at the receiving end.
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Additionally, in a 5G system, the available channel bandwidth needs to be shared to serve mul-
tiple users, both for uplink and downlink transmissions. Since the symbols transmitted on different
subcarriers in different OFDM symbols are orthogonal, it is possible to multiplex transmissions of
different data blocks in an orthogonal manner, utilizing time, and frequency resources, that is, sub-
carriers and OFDM symbols.

More specifically, the basic concept for user multiplexing is to use time slots and in each such
time slot transmit multiple OFDM symbols. The smallest addressable unit is one subcarrier times
one OFDM symbol, denoted a resource element (RE) in 3GPP LTE and NR specifications. A RE
contains one modulation symbol and each such symbol carries one or more bits, depending on the
used QAM constellation. Each such symbol carries either encoded data, control information, or a
predefined reference symbol known to the receiver, which can be used for synchronization or chan-
nel estimation. An example of this is given in Fig. 5.4. The OFDM symbols and the subcarriers in a
slot can thus be viewed as a time—frequency grid of REs. In addition, in multi-antenna transmission,
spatial multiplexing can be used, where this third layer dimension is added on top of the time—fre-
quency grid. In this case, a RE contains one modulation symbol per subcarrier, OFDM symbol, and
MIMO layer. Note that while different time/frequency REs within a layer are orthogonal, different
layers of a RE are not orthogonal by design. Hence, it is up to the transmitter to ensure that the inter-
ference between layers is minimized at the receiver, for example, by using multi-antenna precoding
techniques, and also at the receiver side, multiple antennas can be used to separate the layers.

Examples and details on how the time—frequency grid is used will be given in Sections 8.1 and
9.2 for LTE and NR, respectively. In short, a given transmission will use a set of REs, that is, sub-
carriers, OFDM symbols and layers, for the transmission. The narrowest possible transmission in
frequency of a data channel is by using 12 subcarriers in both LTE and NR (ignoring the so-called
narrowband feature introduced in LTE Release 13). The number of symbols for a transmission var-
ies between 2 and 14 and the number of layers transmitted from the network to the same user is
between one and eight. Hence, the OFDM-based transmission allows for easy multiplexing of users
in the time—frequency grid. Moreover, 5G systems typically share and assign these resources to
different users very rapidly in the sense that control information is transmitted in the downlink fre-
quently, at least once per millisecond. This enables that the time—frequency resources can be real-
located between different users quickly.

Returning to the example in Fig. 5.4, which applies for the downlink, a cell with four users is
considered, and in the depicted time slot, data are transmitted to two of them (user 1 and user 3)
using a single layer and multiplexed in frequency (users are assigned different subcarriers).
Reference signals are embedded in the time—frequency grid for both users so that the receivers can
estimate the channels. Furthermore, in the first OFDM symbol of the slot, control signaling, includ-
ing both control information and associated reference signals, is transmitted. In the example, all
four UEs, for example, mobile phones, monitor and decode control signaling in each slot. UE 1 and
3 have in this example detected, by decoding the control channel, that data have been scheduled for
them. The control information contains the necessary information for the scheduling assignment
such as modulation, coding rate, and the set of used REs for the data and reference signals. The UE
then performs channel estimation and demodulate and decode the data. UE 2 and 4, on the other
hand, have in this example not detected a scheduling assignment when decoding the control chan-
nel in this slot; therefore these UEs can remain idle until the next occasion of a control channel
transmission (e.g., in the beginning of next slot).
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LOW PAPR OFDM—DFT-PRECODED OFDM

The peak-to-average power ratio (PAPR) of a signal waveform is an important metric as a small
value implies that the power amplifier used to transmit signals can operate more efficiently and
thus save battery in the UE (see also Section 11.3.1.1). The PAPR is rather high in OFDM due to
the linear combination of many (pseudo-random) QAM symbols in the IFFT operation (5.3).
Hence, due to the central limit theorem, some output OFDM symbols will have very large PAPR.
To mitigate this, a DFT precoding of the sequence of QAM symbols can be used. This is known as
DFT-precoded OFDM, DFT-spread OFDM, or sometimes as transform-precoded OFDM.

Since the input to the DFT is a sequence with rather low amplitude variation due to the use of
QAM symbols, the input sequence has rather low PAPR. Using a transform followed by an inverse
transform, that is, the DFT and IFFT serially, the output from the OFDM modulator has similar
PAPR properties as the input to the DFT precoder. Hence, it is ensured that the output of the
OFDM modulator also has a low PAPR property provided that the output of the DFT to the input
of the IFFT is mapped properly to preserve PAPR, for example, to contiguous subcarriers. Note
that it is possible to reduce the PAPR further by using an even lower PAPR input sequence com-
pared to QAM; hence, NR supports the use of 7/2-BPSK modulation for uplink transmissions. In
Fig. 5.5 the steps of the transmitter chain are illustrated.

For base stations, the impact of PAPR is slightly less critical, since more advanced power
amplifier linearization techniques can be used to reduce the impact of a high PAPR waveform,
whereas for UE such advanced linearization techniques are not feasible due to complexity and
power consumption. Hence, DFT-precoded OFDM transmission is used in LTE and can be config-
ured for NR but for UE transmission only. To improve the power efficiency and cope with PAPR
for the downlink transmission, PAPR reduction techniques such as clipping and filtering are often
used (see further [5]).

For DFT-precoded OFDM-based transmissions, there is an important difference compared to
non-DFT-precoded OFDM in that no additional signals (such as reference signals) can be added
outside the allocated subcarriers for data symbols at the input of the IFFT, if the low PAPR prop-
erty should be maintained. Hence it is not possible to multiplex demodulation reference signals in
the same OFDM symbol as the data, as that would destroy the low PAPR property of the
DFT-precoded OFDM waveform. In LTE and NR, the DM-RS and associated uplink data

OFDM modulator

Map to :
O Channel | | QAM | | DFT —— consecutive | - IFFT
enc mod :

sub-carriers

FIGURE 5.5

[lustration of DFT-precoded OFDM, where a block of QAM symbols are first DFT-precoded and mapped to
consecutive subcarriers, before the “normal” OFDM modulation as in Fig. 5.2 applies.
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(physical uplink shared channel, PUSCH) with DFT precoding enabled are time multiplexed in dif-
ferent OFDM symbols (see Section 8.3.1.6 for LTE).

It should also be noted that PAPR can be defined as power-to-average power ratio, but some-
times the term peak-to-average power ratio is used. In the former case, the statistical distribution of
the power-to-average power ratio is generated and the PAPR is thus a statistical distribution func-
tion. The latter definition of PAPR is often taken as a percentile of the PAPR distribution, for
example, the PAPR value is exceeded in 0.1% of the time. This percentile is often referred to as
the peak-to-average power ratio.

MULTI-ANTENNA OFDM TRANSMISSION AND RECEPTION

The use of OFDM and MIMO fits very well together, since OFDM-based transmissions using CP
ideally allow modeling each subcarrier as an independent MIMO system. This then circumvents the
complexity of MIMO-based spread spectrum receivers as in 3G systems, since as long as the CP is
longer than the time dispersion of the channel, an OFDM MIMO receiver can in principle operate
per subcarrier, independent of the adjacent subcarriers.

In this section, the single-antenna model for OFDM (5.13) is extended to the MIMO case that
involves multiple antennas at both the transmitter and receiver side. At the top of Fig. 5.6, a simpli-
fied illustration of transmission and reception in a MIMO OFDM-based system is given.

The difference compared to the case with a single transmitter is that the block of modulated
QAM symbols (known in 3GPP as a codeword of encoded and then modulated bits) is further split
into several layers by, what is known in 3GPP as, the codeword to layer mapping. For example, for
spatial multiplexing with two layers, half of the QAM symbols are mapped to the first layer and
the remaining half are mapped to the second layer. Each layer is then mapped to the multiple anten-
nas by means of MIMO precoding. This means that the input of the OFDM modulator for a given
transmit antenna may in the general case contain contributions, that is, a linear combination, of
modulated symbols from all the layers.

Note that the figure exemplifies the structure of information-carrying channels such as the data
channel in 3GPP standards such as LTE and NR. For those kinds of channels, streams of QAM-
modulated symbols are referred to as layers. But there are other transmitted signals using at least
parts of the transceiver chain but where the symbol stream is not referred to as a layer. Reference
signals are a primary example of the latter, where the symbol stream constitutes some known
sequences and thereafter is mapped to the antennas via a precoding step but where that symbol
stream is not called a layer. Note also that the term layer is defined to correspond to a symbol
stream at a very particular point in the transceiver chain. Thus “layer” is a more specific term
encompassed by the more general term symbol stream. Although the development to follow is
focusing on the structure of the data channel as an example, it should be understood that the result-
ing received data models are applicable for more general use as well.

The MIMO precoding operation can be described by a matrix where each column represents
how each layer is mapped to the antennas, for example, a beamforming weight vector, as intro-
duced in Section 4.3.2, for the corresponding layer. This is further described in Section 6.3, where
it is referred to as spatial multiplexing and where the cases with spatial multiplexing to a single
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FIGURE 5.6

MIMO OFDM transmission and reception with Ny, subcarriers and multiple antennas at the transmitter and
multiple antennas at the receiver (top) can equivalently be viewed as Ny, parallel MIMO channels, each having
multiple layers, for each subcarrier and OFDM symbol.

user and to multiple users are both discussed. In the case with multiple users, there are multiple
blocks of data that are separately encoded, modulated, mapped to corresponding layers, and pre-
coded so that the input symbols to the OFDM modulator of each antenna are a sum of beamformed
symbols intended for multiple users.

At the receiver side, the signal from each receive antenna is fed to an OFDM demodulator.
Then for actual subcarriers used for the transmission, the outputs from all antennas are fed to an
equalizer. The task for the equalizer is to not only compensate for the channel variations but also to
combine the signals from the different receive antennas, referred to as spatial combining, as well as
to separate the different MIMO layers. The layers are then combined into a sequence of equalized
symbols from which the QAM demodulator generates soft (nonbinary) representations of the trans-
mitted bits that are used by a channel decoder to decode the transmitted block of data bits.

In Section 6.3, spatial filtering on the receive side, which can be thought of as receiver beam-
forming that also mitigates interference between the layers, is further discussed. It may be noted, in
light of the illustration in Fig. 5.6, that more advanced receivers, performing joint equalization and
demodulation, are certainly possible. The orthogonality property between the subcarriers is in any
case advantageous since it allows parallel processing of the different subcarriers. More specifically,
under the assumption of a long enough CP and an appropriately synchronized receiver, the outputs
from the OFDM modulator for subcarrier k can be expressed as

yk=Hkxk +ek. (516)
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This is a generalization of the corresponding single-antenna case in (5.2). If N; is the number of
transmit antennas and N, is the number of receiver antennas, then y, is a vector with N; elements
representing the received symbols, x; is a vector with N; elements representing the transmitted sym-
bols, Hy is a complex-valued matrix with N; rows and N, columns representing all the N.N; channel
coefficients between all the receive and transmit antennas, and e is vector with N, elements repre-
senting additive impairments such as thermal noise.

Thus, an interpretation of (5.16) is that the combination of MIMO and OFDM with Ny subcar-
riers can be seen as Ny parallel MIMO channels. This is also illustrated at the bottom of Fig. 5.6.

It may be noted that the formulation above in (5.16) assumes that there is one OFDM modulator
for each transmitter antenna and one OFDM demodulator for each receiver antenna. This is illustra-
tive but not a requirement on a practical implementation that may use lower number of modulators
and demodulators. The possibility to do so will depend on the selected multiple antenna transmis-
sion techniques and other factors such as the number of different transmissions that need to be mul-
tiplexed in the same OFDM symbol.

FREQUENCY DOMAIN MODEL

Due to superposition principle described in Section 3.2.4, the signal received by each receiver
antenna will be a sum of contributions from transmissions from all N, transmit antennas. The chan-
nels coefficients experienced by the N, different transmitters to the receiver (i.e., for each transmit-
receive antenna pair) will, however, be different. One reason for this is that the antenna patterns
for each transmitter can be different, but even if all transmit antennas are identical, there will in
general be a difference. This is because the transmit antennas are at different locations in space and
therefore the propagation path lengths, or equivalently propagation delays, are slightly different for
the different transmit-receive antenna pairs, and this in turn leads to different channel coefficients
as a result of the superposition of the multiple paths (see also Figs. 3.19 and 3.20). However, for
typically used antenna configurations, the separation between the different antennas is small, both
at the transmitter side and at the receiver side. Therefore, the time dispersion is essentially the
same for all the antenna pairs and a sufficiently long CP will avoid interference between different
OFDM symbols.

To formalize this in mathematics, it is noted that the OFDM demodulator is linear, and it is
then possible to generalize (5.14) so that the output of the OFDM demodulator for subcarrier k and
receiver antenna p, Y, becomes

Ne
Vip = HypgXig texp, p=1,...,Ny. (5.17)
q=1

In this expression, x;, is the input on subcarrier k to the OFDM modulator associated with
transmit antenna g, which can be a sum of weighted QAM symbols of different layers as in the
example of Fig. 5.6 and further outlined in Section 5.3.1.1. The term ey, represents additive noise
and impairments and the scalar complex channel coefficient from transmit antenna g to receive
antenna p is denoted Hy 4. The channel coefficients are samples of the time- and space-dependent
transfer function introduced in Section 3.6.2.5, and in Section 5.3.2 this will be further pursued to
explore the spatial structure of the MIMO channel.
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Next, introduce

Yi = [Yk,l Y2 YN }T, (5.18)
=[x xo o X, ]T, (5.19)
€ = [ €kl €2 v €N, }T, (5.20)

and let the MIMO channel matrix containing all the channels between transmit and receive antenna
pairs be defined as

Hi11 Hiip - Hew,
H, - Hk,2:,l Hi»p : (5.21)
Hina Hin,

With these definitions, the set of equations in (5.17) can equivalently be represented with
Eq. (5.16). An illustration is given in Fig. 5.7 for the basic case with N, = N, = 2.

Before exploring the spatial structure of the MIMO channel matrices {H;}, precoding in the
transmitter and spatial combining in the receiver are next introduced.

5.3.1.1 Precoding and spatial combining

With the basic MIMO model in place, the functionality of the precoding operation at the transmitter
side as well as part of the equalization, referred to as spatial combining, in the receiver as depicted
in Fig. 5.6 can be outlined. This functionality is also referred to as transmitter beamforming and
receiver beamforming respectively and is further described in detail in Section 6.1. One reason for
briefly introducing the functionality already here is to facilitate the discussion on what the term
beam means in Section 5.5.

FIGURE 5.7

[lustration of the MIMO channel relation y = Hx + e for a single subcarrier for the case with two receive and
two transmit antennas.
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For the case with L spatially multiplexed layers (or symbol streams), the precoding operation
can for a specific subcarrier k be described with an N; X L matrix W, defined as

Wyt [ wor wae - wae | (5.22)

where the mth column of Wy, is the weight vector for the mth layer. The input symbols to the IFFT
in the transmitter can then for subcarrier k be written as

X = Wt,ksk, (523)

where the vector s; represents the QAM symbols for the different layers to be transmitted on subcarrier k,

Sk = [ Skl Sk2 ter SkL ]T. (524)

This is illustrated in Fig. 5.8, where to ease the notation, the subscript k£ has been omitted.

With reference to Fig. 5.6, the equalizer will process the output from the OFDM modulators of
all the N, receive antennas. Due to the orthogonality between the subcarriers, the equalizer can pro-
cess each subcarrier separately. For the case with L layers, a linear equalizer will estimate the
QAM symbols on the different layers by forming linear combinations of the signals received by the
different antennas. This means that the output of the spatial combiner for a subcarrier k is given by

z = Wei (5.25)

where W, is an L X N, matrix with spatial combining weight vectors, also referred to as receiver
beamforming weights or spatial combining weights. The vector

w=a we v we ]T, (5.26)

is the result of the spatial combining and may generally represent various quantities depending on
what kind of signal information that needs to be extracted. In the present case of receiving QAM-
modulated transmitted symbols, z; represents estimates of those that are then fed to the QAM
demodulator to generate soft bits for channel decoding. The rows of the combining weight matrix
W, can be recognized as combining weights for the different layers, that is,

T
wr,k,l

T
Wek2

Wi & , (5.27)

WiiL
and in Fig. 5.9 the receiver combining is illustrated with subscript & omitted for notational convenience.

Combining (5.23), (5.16), and (5.25) gives the following relation between the spatial combiner
output z; and the transmitted symbol vector sy

2k = Wi H Wogsi + W gex (5.28)
To shed some more light on this, the equalized symbol for layer i can be written as
L

— T T T
ki = W,-,k’,'HkWt,k,iSk,i + E wr,k,inw[,kJskJ- + wr’k,l-ek (529)
N——

J=l# ’
noise

inter-layer interference
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FIGURE 5.8
Illustration of precoding of L symbols into N, antennas using precoding matrix W, £ [ Wi W2 ot Wip ] for

a specific subcarrier k.

This expression shows that the transmitted symbol is impacted by interference from the other
transmitted layers. However, this interference can be minimized by selecting the transmit precoder
and the receive combiner accordingly, with respect to the channel realization. As mentioned above,
the selection of precoder and combiner is addressed further in Sections 6.3.2 and 6.3.3.

SPATIAL STRUCTURE OF THE MIMO CHANNEL

In Section 3.6, a radio channel model based on a directional propagation channel was described.
This model for multipath propagation includes not only path delays and powers but also angles of
departures and arrivals at the transmitter and receiver side, respectively, as well as polarization
properties. The radio channel was then extended in Section 3.6.2 to include also the impact of the
antennas at both the transmitter and receiver side, and based on that model a compact formulation
using the array response vectors introduced in Section 4.3.2 will here be given for the MIMO chan-
nel matrices {H}. In fact, whereas Chapter 4 only considered a single propagation path in a free-
space scenario with multiple antennas at the transmitter side, the present formulation includes also
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Illustration of receiver combining N, antennas into L symbols using combining matrix
T . .
W, & [ Wi Wi2 ... Wip ] for a specific subcarrier k.

multiple propagation paths, multiple receiver antennas, and furthermore multiple subcarriers since
the expressions are intended for OFDM-based MIMO systems. The analysis and implications of the
model are left for Chapter 6 since this is preferably done in the context of different transmissions
and reception techniques.

As mentioned above in Section 5.3.1, the channel coefficients for different transmit and receive
antenna pairs are not the same, and this comes mainly from the fact that the antennas have different
spatial positions. For the purpose of modeling, let the vectors {dr,,,, p=1,... ,Nr} and
{dt,q,q =1,... ,Nt} represent the spatial positions of the antennas at the receiver and transmitter,
respectively. The positions are relative to local origins for which the propagation paths are defined,
that is, the set of vectors {d,,} is relative to one local origin and the set of vectors {d,} is relative
to (potentially) another local origin.

Furthermore, to simplify the description, it is assumed that all transmit antennas have the same
complex amplitude pattern g,(0, ¢) and similarly that all receive antennas have the same complex
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amplitude pattern g.(, ). However, to be able to address the common case with arrays with dual-
polarized antenna pairs, it is not assumed that all antennas have the same polarization. In what fol-

lows, @rp(ﬁ, ) denotes the receive polarization of antenna p at the receiver as a function of the

direction (6, ) and@tq(ﬁ, () is the polarization of transmit antenna ¢,

P 0.9)= wr;’ﬂ $,,0.0)= Vt’qﬁ]. (5.30)

Vigp

The antenna radiation pattern in terms of the complex amplitude pattern and polarization was
introduced in Section 3.3.4, and an example of positions and polarizations for a uniform planar
array with dual-polarized element pairs can be found in Section 4.5.2.

By combing the channel impulse response model from (3.76) in Section 3.6.2.6 with the expres-
sion of the subcarrier channel coefficient H; in (5.15), the channel coefficient of receive antenna g
from transmit antenna p for subcarrier k can be expressed as

Hipg =D Aupge ™A, (5.31)
where
_ j(depvit) el e
’yn,p,q - oz,,gr (0r,m Spr,n)gt (al,na @[,H)Xn,p,qe ! ’ €] b > (532)
and
~T ~
X”aﬁ»q = Qr,p (91',71’ Qr,n)gny"q (ol,n’ (th,n) s (533)

since in expression (5.32), d"k =d-k is the scalar product between two real-valued vectors. The channel
coefficients in (5.31) can be recognized as samples of the continuous-time- and space-dependent transfer
function defined by (3.75) in Section 3.6.2.5, and the vectors d, , and d, , represent the spatial locations
where the transfer function is sampled. Also, it may be noted that the amplitude v, , , defined in (5.32)
is a function of time, and this is further discussed below. Also, similar to the SISO case in
Section 5.2.3, and mainly to simplify the notation, the path delays have been redefined from a receiver
perspective so that the delay of the first path is zero see (5.13). Moreover, the parameters for path n are
defined in Sections 3.6.1 and 3.6.2 and the reader is referred to that section for more details, illustra-
tions, and explanations. However, for the purpose of expressing the MIMO channel using the array
response vectors, the meaning of the variables in (5.32) and (5.33) are for convenience repeated here.

» The direction of departure at the transmitter is specified by zenith and azimuth angles 6, and
¢, or equivalently by the unit vectorr,, pointing outwards from the transmitting antenna in
the direction of the transmitted wave. The directions are defined in the transmitting antenna
array’s coordinate system. If the transmitting array is rotated, then so is the coordinate system
of the antenna (see also [6]). The wave vector k., in (5.32) is defined as k, = (27rﬁ / c)?l,n,
where f. is the carrier frequency and c is the speed of light;

* The direction of arrival at the receiver is specified by zenith and azimuth angles 6, and ¢, ,
or equivalently by the unit vector 7, ,, pointing outwards in a local coordinate system of the
receiving array. The wave vector k,, in (5.31) is defined as k., = (27rfc / c)?r,,, and points in
the direction opposite to the propagating wave;
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e The complex amplitude «,, includes phase shifts and attenuation along propagation path n
such that p, = |a,|? is the power of the path;

* The term ¥, , defined in (5.33) includes the impact of the transmitter and receiver antenna
polarizations as well as the relative attenuations and phase shifts between the different
transverse field components through the 2 X 2 polarization scattering matrix ¥, for path n
defined in Section 3.6.1;

* The receiver antennas are moving with a velocity described by the vector v,. Hence, the
positions of the receiver antennas depend on time ¢ and the location of receiver antenna p, and
is given by d,, +v;t. As mentioned above, this means that the Yupaq defined in (5.32) is a
function of time, and it should be stressed that for the model to be valid, the speed is assumed
to be sufficiently low so that channel variations during an OFDM symbol can be neglected.

Next, the complex amplitude of path n as defined in (5.32) is further examined. As described in
Section 3.6.2.3, the factor

() o i (5.34)

represents a phase shift stemming from differences in path lengths or equivalently propagation
delays for the different antennas under the assumption that the paths to the different antennas
appear parallel. This is illustrated in Fig. 5.10.

Furthermore, the array response vector defined in Section 4.3.2 includes the impact of the
antenna amplitude pattern as well as the phase shift due to the propagation delay difference. More
specifically, with

. T
a0 910) = 8Os 9 [ ik cilohn o ik | (5.35)
a; (0r,m (Pr,n) =& (‘9”“ @r,n) [ edelk"" e/’dfzkm e ejd'T‘N’kr'“ ]T’ (536)
Eqg. (5.32) can be rewritten as

T
Vupg = Cnl@:Ocns )@ Oy 0]y Xnp g€ o (5.37)

where [a.(6, p)], is element p of the array response vector for the receiving array and [a.(6, )], is
element ¢ of the array response vector for the transmitting array. Furthermore, by defining

Xn1, 1 Xn12 T Xu L,
X, A Xn,Z:,l Xn,2,2 . : (5.38)
XnN,1 7 Xn,N;.N,

and the Doppler frequency for path n, fp ,, such that
2fo = vy ke, (5.39)

the MIMO channel matrix Hy, in (5.21) containing all the NN, channel coefficients for subcarrier k
can be expressed as

H,= E o e2mort e PR (g, (0, @en)at (Ouns 00)) © X (5.40)
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For each propagation path (top), the path lengths are slightly different at the transmitter (bottom left) and at the
receiver (bottom right) depending on the antenna positions.

where © denotes the Hadamard product (see Appendix 1) use appropriate size of hadamard prod-
uct, not superbig.

Note that (5.40) is derived under a narrowband assumption (see also Sections 3.6.2.5 and 4.2.5),
and that the array response vectors strictly speaking also are a function of the frequency or equiva-
lently the wavelength. This means that if the bandwidth of the baseband signal x(t) in (5.2) is large,
so that the wavelength varies over the bandwidth, the model expression may lose its accuracy. In
such cases, the bandwidth can be divided into parts small enough for the involved approximations
to be valid (see also [6]).

Furthermore, the array response vector can be generalized to i